AN ENSEMBLE TEMPLATE MATCHING AND CONTENT-BASED IMAGE RETRIEVAL SCHEME TOWARDS EARLY STAGE DETECTION OF MELANOMA
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ABSTRACT

Malignant melanoma represents the most dangerous type of skin cancer. In this study we present an ensemble classification scheme, employing the mutual information, the cross-correlation and the clustering based on proximity of image features methods, for early stage assessment of melanomas on plain photography images. The proposed scheme performs two main operations. First, it retrieves the most similar, to the unknown case, image samples from an available image database with verified benign moles and malignant melanoma cases. Second, it provides an automated estimation regarding the nature of the unknown image sample based on the majority of the most similar images retrieved from the available database. Clinical material comprised 75 melanoma and 75 benign plain photography images collected from publicly available dermatological atlases. Results showed that the ensemble scheme outperformed all other methods tested in terms of accuracy with 94.9 ± 1.5%, following an external cross-validation evaluation methodology. The proposed scheme may benefit patients by providing a second opinion consultation during the self-skin examination process and the physician by providing a second opinion estimation regarding the nature of suspicious moles that may assist towards decision making especially for ambiguous cases, safeguarding, in this way from potential diagnostic misinterpretations.
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INTRODUCTION

Malignant melanoma represents the most dangerous type of skin cancer with annual incidences of 48,000 new cases worldwide according to the World Health Organization (Lucas, et al., 2006). Increased ultraviolet (UV) radiation has proved to be the most important risk factor of the disease (Rastrelli, et al., 2014). A relative large number of inherited and non-inherited gene mutations have been implicated in the pathogenesis of melanoma. But besides UV radiation, the etiology of the disease is largely unknown making it difficult to establish preventing strategies and effective therapies. Melanomas have good prognosis when they are detected at early stages, since available treatments, such as surgical excision, will mostly retain affected patients disease-free for more than 5-years (Veronesi, et al., 1991, Ringborg, et al., 1996, Cohn-Cedermark, et al., 2000, Balch, et al., 2001). One of the most popular technologies that have proven to be effective in discriminating melanomas from normal moles and other skin lesions (>90% detection accuracy (Schein, et al., 2009)), comprise digital dermoscopy, which allows expert physicians to visually observe suspected lesions using polarized or non-polarized light (Tenenhaus, et al., 2010). On the other hand, routine eye examination has proven to be significantly less effective with detection rates approximately 65%
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(Schein, et al., 2009). Thus, dermoscopy may be considered as the basic instrumentation that is utilized for melanoma detection in daily practice. However, dermoscopy presents certain limitations. The quality and accuracy of diagnostic conclusions greatly depend on the experience of the observing physician. Considering that early stage melanomas present very subtle visual changes as compared to benign moles, the identification of malignancy evidence (Abbasi, et al., 2004) is not straightforward. Thus, the risk of exonerating suspicious moles is accountable, endangering inappropriate patient management with debatable effects in patient prognosis (Lorentzen, et al., 2001, Pfahlberg, et al., 2008, Veierod, et al., 2009).

Although dermoscopy may contribute towards the early detection of melanomas, it has been shown that many patients refer to the physician only when the malignancy has progressed and the visual signs are obvious, since they do not have the sensitivity of visually discriminating the disease at its early phases, when the visual signs are more subtle (Carli, et al., 2002). At later stages, the detection of melanomas with dermoscopy becomes more straightforward, however, the risk for a poor prognosis increases, since late phase melanomas tend to metastasize aggressively (Rastrelli, et al., 2014). Thus, it is of paramount importance to alert patients towards a visit to the physician as soon as possible.

One promising strategy towards this direction is the self-skin examination (Carli, et al., 2002). Self-skin examination has been shown to improve long term survival of patients with melanoma, lowering the risk of death after 10 years of initial diagnosis by 25% (Leachman, et al., 2016, Paddock, et al., 2016). The patient assesses visually new and/or existing moles and refers to the physician when a suspicious pigmented mole is detected. However, self-assessment of one’s skin moles may be difficult, rendering the self-skin examination an inadequate strategy for wide-spread melanoma screening. The significant value of self-skin examination has driven research towards the development of new technologies that may offer patients and physicians means for more effective, frequent and distant inspection of suspicious moles. Computer-based automated tools have been previously proposed, which can be used as a second opinion tool for self-skin examination and advice patients regarding the urgency for a physician visit. Moreover, such systems have been used to address another important liability in the early stage detection of melanoma, which is the risk of diagnostic misinterpretations (Stringa, 1988, Field, 1994, Grant-Kels, et al., 1999, Ming, 2000, Zagrouba, et al., 2004, Zhang, et al., 2010, Abikhair, et al., 2014).

Handheld devices, such as smartphones and tablets, are becoming increasingly popular. More than 1.75 billion such users have been predicted for 2015, making these devices ideal candidates for accessing moles through smartphone applications that may be used to facilitate self-skin examination and distance monitoring of patients by the expert physicians. A number of applications are nowadays commercially available for melanoma detection on the basis of smartphone-camera generated plain photography images (Robson, et al., 2012, Stoecker, et al., 2013, Wolf, et al., 2013, Vañó-Galván, et al., 2015).

A recent comprehensive review lists 39 such applications (Kassianos, et al., 2015). However, most of these applications tend to conceal their algorithmic architecture due to reasons such as patenting. Moreover, scientific analysis is usually either lacking or limited, making experts sceptical regarding the effectiveness of these technologies as self-skin examination facilitators for patients or second opinion consultants for experts.

In this study, we present a decision support system for melanoma detection, which attempts to guide patients to meaningful alerts regarding the urgency for a physician visit and safeguard physicians’ decisions from diagnostic misinterpretations by means of second opinion consultations. In comparison to previous studies, the proposed system differs in the following: a/ the decision support system technology relies on the combination of three different template matching and content-based image retrieval algorithms, namely the mutual information, the cross-correlation and the clustering based on image features proximity approach, which are merged in a majority vote ensemble scheme. In this way, it is possible to investigate the image content properties from different and complementary perspectives and combine information involving the image’s entropy, the image’s cross-correlation and the specific morphological, textural, and color characteristics of each investigated mole. To the best of our knowledge such an ensemble scheme is for the first time investigated. b/ The proposed system has been tested on plain photography images collected from different dermatological atlases. In this way, it was possible to investigate the effectiveness of the ensemble scheme in the identification of melanoma in images that have been generated under different conditions and equipment (i.e., different cameras, analyses, angles, lighting etc.). c/ The proposed system has been comprehensively evaluated using an external cross-validation process in order to approximate the performance of the system to unknown data.
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MATERIAL AND METHODS

CASE MATERIAL

The dataset consisted of 75 melanoma and 75 benign moles plain photography images, each corresponding to a different case, collected from publicly available resources/databases, such as six (6) from the Loyola University Dermatology Medical Education Website\(^1\), thirteen (13) from the Danderm Atlas of Clinical Dermatology\(^2\), three (3) from the Hellenic dermatological atlas\(^3\), three (3) from the atlasdermatologico.com.br website\(^4\) and fifty (50) melanomas and seventy (75) from the DERMOFIT database\(^5\) (Ballerini, et al., 2013).

IMAGE PREPARATION & PREPROCESSING

Each image was preprocessed using the DullRazor algorithm (Lee, et al., 1997) that was utilized in order to eliminate hair pixels overlapping the mole region. The algorithm operates in three main stages. At the first stage the location of the pixels belonging to hair regions is identified using morphological filtering. At the second stage the pixel values of the hair regions is re-calculated by means of interpolation with nearest regions. Finally, at the third stage a smoothing filtering operation is applied to level the intensity around interpolated regions.

Following the DullRazor algorithm, images were filtered using the mean shift algorithm (Fukunaga, 1975), which is very effective in flattening the image’s texture. In this way, it was possible to obtain a preliminary separation of the mole region from the surrounding background and prepare the image for the subsequent step of image segmentation. The illumination of the image was, then, corrected using a polynomial fitting algorithm, whose terms were estimated using a least square approach (Gonzalez, et al., 2002). Finally, the image was thresholded using the minimum cross entropy thresholding method (Li, et al., 1993) in order to separate pixels of the mole region from pixels of the surrounding background regions. An example of the image pre-processing and segmentation stage is illustrated at Fig. 1.

ENSEMBLE TEMPLATE MATCHING AND CONTENT-BASED IMAGE RETRIEVAL SCHEME

The main task of the proposed ensemble template matching and content-based image retrieval scheme is twofold: a/ to retrieve the n most similar, to the unknown case, image samples from the available verified image database and b/ to provide an automated consultation regarding the nature of the unknown sample (benign case or malignant melanoma).

The ensemble scheme was designed based on three well documented methods, the mutual information (MI) (Mazurowski, et al., 2011), the cross-correlation (COR) (Asgarizadeh, et al., 2012), and the content based image retrieval based on clustering of image features (FC) (Yan, et al., 2011) in order to investigate image content from three different and complementary perspectives, involving the image’s entropy, the image’s cross-correlation and the specific morphological, textural, and color characteristics of each investigated mole.

Fig. 1. Mole segmentation process (a) original RGB image, (b) filtered image, (c) gray scale transformation, (d) illumination correction, (e) thresholded image, (g) superimposition of the mole’s border on the original image.

\(^1\)http://www.meddean.luc.edu/lumen/MedEd/medicine/dermatology/melton/content1.htm

\(^2\)http://www.danderm-pdv.is.kkh.dk/atlas/index.html?PHPSESSID=b3fad1b23e2eb54e855b29de7e6ba2e

\(^3\)http://www.hellenicdermatlas.com/en/

\(^4\)http://www.atlasdermatologico.com.br/

\(^5\)http://homepages.inf.ed.ac.uk/rbf/DERMOFIT/
The determination of the most similar images using the mutual information and the cross-correlation criteria relied on testing each inputted image against all other images in the available database. The determination of the most similar images using the content-based image retrieval method relied on testing each feature subset extracted from the segmented mole of the inputted image against all other feature subsets that are computed from the segmented mole of the images in the available database. An example of the content-based image retrieval process is illustrated at Fig. 2.

Fig. 2. Image retrieval methods utilized in this study.

A. Mutual information (MI)

Mutual Information is a method originating from information theory. It has been employed in numerous content-based image retrieval and template matching applications. Mutual information is related to the joint entropy of two images. Mutual information between an unknown image \( I_u \), and an image from an available database \( I_j \), may be calculated as (Russakoff, et al., 2004):

\[
MI(I_u, I_j) = H(I_u) + H(I_j) - H(I_u, I_j)
\]

with

\[
H(I) = -\sum_x p_i(x) \log p_i(x)
\]

and

\[
H(X) = -\sum_x p_i(x) \log p_i(x)
\]

where \( j = 1:N \), and \( N \) is the number of available images in the database. The input to the mutual information algorithm comprised single-mole images (see Fig. 2). Mutual information was then calculated for all possible pairs that included the unknown image sample and one of the available database’s image samples. The most similar images were considered those having the largest mutual information with the unknown image sample.

B. Cross-correlation (COR)

The cross-correlation between two images \( I_u \) and \( I_j \) is a measure of similarity and may be defined as (Gaidhane, et al., 2012):

\[
\mu = \frac{\sum_{x,y} I_u(x,y) - \overline{I_u} \cdot I_j(x,y) - \overline{I_j}}{(2m+1)(2n+1)\sigma_i \sigma_j}
\]

where \( \overline{I_u}, \overline{I_j} \) are the mean grey-level values of the images and \( \sigma_i, \sigma_j \) are the standard deviations of the grey-level values of the images. The input to the cross-correlation algorithm comprised single-mole images (see Fig. 2). The \( \mu \) parameter was then calculated for all possible image pairs that included the unknown image sample and one of the verified database’s image samples. The most similar images were considered as those having the largest \( \mu \) with the unknown image sample.

C. Content based image retrieval (FC)

Another perspective for investigating image similarity focuses on image content (features). The content-based image retrieval algorithm utilized in this study is the fuzzy c-means clustering algorithm (Jain, et al., 1988), that was designed to partition image features into two clusters/classes: those characterizing benign cases, and those describing melanoma cases. Image features comprised 72 measurements related to the mole’s morphology (10), grey-level histogram (4), texture (38), and colour (20) (Loukas, et al., 2013, Ninos, et al., 2013). The fuzzy c-means algorithm operates following an iterative procedure during which each image feature set (representing a unique image sample from the available database) gets a fuzzy allocation to a cluster according to distance metric criteria. The algorithm iteratively facilitates for minimization of the objective function (Eq. 3)

\[
J(M, C) = \sum_{i=1}^{N} \sum_{j=1}^{C} m_{ij}^w \| x_i - c_j \|^2
\]

to provide a solution for the membership function matrix \( M \) and cluster centre matrix \( C \), where \( m_{ij}^w \) is the degree of membership of \( x_i \) feature-vector in the cluster \( j \), \( \| x_i - c_j \| \) is the Euclidean distance between \( j \)-th cluster centre and \( i \)-th feature-vector, and \( w \in [1, \infty] \).
is the fuzzy exponent, which determines the degree of fuzziness. The algorithm converges when 
$$|m_{k+i} - m_k| < \varepsilon$$, where \(\varepsilon \in (0,1)\) is a termination criterion and \(k\) is the iteration steps. Then an unknown feature-vector (from a “new” image sample) is assigned to the cluster with the minimum distance from its centroid.

The features were normalized to zero mean and unit standard deviation (Theodoridis, et al., 2003). In order to avoid overfitting a feature selection methodology was followed by ranking features in descending order using a class separability criterion that was based on the Wilcoxon test and the correlation between features (Theodoridis, et al., 2003). Following, only a part (one-third of the smallest class in the database, twelve features for our samples) of the ranked features were selected for further analysis by the FC algorithm.

**ENSEMBLE SCHEME**

The different and complementary information that was assessed using the above mentioned three methods was combined through a majority vote rule in order to:

a. provide the \(n\) most similar images that the majority of these three algorithms decides and

b. classify the unknown image case as ‘benign’, if the majority of the \(n\) similar images emerges from the ‘benign mole category’, or as ‘melanoma’, if the majority of the \(n\) similar images emerges from the ‘malignant melanoma mole category’.

The majority vote rule is given by (Kittler, et al., 1998):

$$D_c(X) = \sum_{i=1}^{g} d_{c,i}(X),$$

where \(c\) is the class (benign/melanoma), \(X\) is the unknown image sample, \(i = 1,2,3\) is the odd number of methods involved in the majority vote scheme, \(d_{c,i}\) is the binary decision value (0,1), 0 corresponds to melanoma and 1 to benign classes. Thus, if \(D_i(X) > D_0(X)\), the unknown image-mole is categorized as benign, otherwise is categorized as melanoma.

**PERFORMANCE EVALUATION**

A. Performance of MI and COR methods in identifying single-mole images against their-self following rotation at different angles

Each image from the available database was rotated at eight (8) different angles, from -20° to +20° with a 5° step. Subsequently, each rotated image was inputted to the MI and COR algorithms, which were asked to return the most similar image from the same database (including the original, un-rotated version of the inputted image). If the algorithms returned as the most similar image the un-rotated version of the inputted image, then a successful retrieval was considered, otherwise as unsuccessful. In this way, it was possible to determine the robustness of the MI and COR algorithms when images are slightly rotated. The FC algorithm is rotation invariant since it depends only on features extracted from segmented moles. The features that were included in this study are rotational invariant.

B. Performance of the proposed ensemble scheme using a leave-one-out data splitting approach

In order to evaluate the performance of the proposed ensemble scheme, the following methodology was utilized: each image sample from the available verified database (benign or malignant) was tested against the remaining database (alike to the leave one out method (Theodoridis, et al., 2003)). Then, the \(n\) most similar images to the unknown sample were retrieved along with their corresponding labels (benign, malignant). If the majority of the \(n\) most similar images were benign cases, then the unknown image was classified as benign, whereas if the majority of the most similar images were melanoma cases, then the unknown image was classified as melanoma. Based on the above classification, a truth table was constructed in order to evaluate and compare the performance of each single algorithm tested (mutual information, cross-correlation, fuzzy c-means) against the ensemble majority vote scheme. Moreover, the above evaluation process was repeated by changing the number of \(n\) most similar images from 1 to 19. The evaluation of the performance was based on five different metrics (scores 1-5) that are derived from the truth table, namely the accuracy (score 1), the sensitivity (score 2), the specificity (score 3), the diagnostic accuracy (score 4) and the Cohen-k (score 5) where:

$$\text{Score1 (Accuracy)} = \frac{TP + TN}{TP + TN + FP + FN}, \quad (5)$$

$$\text{Score2 (Sensitivity)} = \frac{TP}{TP + FN}, \quad (6)$$

$$\text{Score3 (Specificity)} = \frac{TN}{TN + FP}, \quad (7)$$

$$\text{Score4 (Diagnostic accuracy)} = \frac{TP}{TP + FP + FN}, \quad (8)$$
where $TP$ is the number of true positive cases, $TN$ is the number of true negative cases, $FP$ is the number of false positive cases and $FN$ is the number of false negative cases.

\[
Score5(Choen-k) = \frac{n \sum_{i=1}^{k} M_{ii} - \sum_{i=1}^{k} M_{i} M_{i}}{n^2 - \sum_{i=1}^{k} M_{i} M_{i}}
\]

where $M$ is the confusion matrix, $M_{i}$ is the sum of elements of $i$-th column of $M$ and $M_{i}$ is the sum of elements of $i$-th row of $M$.

C. Performance of the proposed ensemble scheme using an external cross-validation data splitting approach

Moreover, an external cross-validation (ECV) splitting of the data was also performed, in order to get less biased estimates than the leave-on-out splitting. Data were randomly split into two subsets, each comprising 50% of all available images. Image samples from the first subset (testing data) were considered as unknown. Then, the algorithm was asked to retrieve the $n$ most similar, to the testing cases, images by searching only the second dataset (template data), which was considered as having known labels. This process was repeated ten (10) times and the final estimate of the evaluation performance was computed as the average of all classification performances obtained for each different repetition. The above analysis was performed separately for each different $n$ number of similar images. In this way, we considered that a less biased estimate might be obtained than using the leave-one-out method (Ambroise, et al., 2002).

RESULTS

Regarding the performance of the MI and COR algorithms in identifying single-mole images that have been rotated at different angles, results are summarized in Fig. 3, which illustrates a good performance with 84.2%-98.5% detection accuracy.

Regarding the performance of the proposed content-based image retrieval classification scheme for the leave-one-out data splitting, results are summarized in Fig. 4 for each single algorithm (mutual information, cross-correlation and fuzzy c-means) and the ensemble scheme for different number of $n$ similar images ($n = 1:19$) and for each of the five different performance evaluation metrics described in the previous paragraphs (scores 1-5). For a small number of similar images (up to 3) the fuzzy c-means outperformed the mutual information and cross-correlation algorithms for all metrics. The cross-correlation method became the most effective algorithm for more than 3 similar images. The mutual information algorithm presented the best specificity, independently of the number of similar images investigated. The ensemble scheme proved the most accurate, outperforming each single algorithm tested for all metrics.

Regarding the performance of the proposed content-based image retrieval classification scheme for the external cross-validation data splitting, the ensemble scheme resulted in optimal performances for smaller numbers of similar images (see Fig. 5 and Table 1). The increase in the prediction accuracy with the majority vote scheme may be justified by the fact that the proposed methods (MI, FC and COR) combined complementary information.

Moreover, and for comparison reasons, the SVM algorithm (El-Naqa, et al., 2004) was also tested, as an alternative to our method, and led to 78 ± 5% overall accuracy (with various kernels) using the ECV method.

Fig. 3. The dependence of the MI and COR in detecting a single-mole image that has been rotated at different angles (MI: mutual information, COR: cross-correlation).
Fig. 4. Each plot corresponds to the score of each metric (accuracy, sensitivity, specificity, diagnostic accuracy and Cohen-k) for the three methods (MI: mutual information, FC: features clustering, COR: cross-correlation) and majority vote rule (MV), when the Leave One Out method was implemented.
Fig. 5. Each plot corresponds to the mean score of each metric (accuracy, sensitivity, specificity, diagnostic accuracy and Cohen-k) for the three methods (MI: mutual information, FC: features clustering, COR: cross-correlation) and majority vote rule (MV), when the external cross-validation method was employed for ten repetitions.
Table 1. Best average performances of MI, FC, COR and MV regarding the five metrics for the 10 generated datasets, and the corresponding number of similar images required.

<table>
<thead>
<tr>
<th>Metric</th>
<th>MI MnV ± Std</th>
<th>FC MnV ± Std</th>
<th>COR MnV ± Std</th>
<th>MV MnV ± Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>89.2 ± 3.8</td>
<td>80.1 ± 4.0</td>
<td>78.0 ± 3.2</td>
<td>94.9 ± 1.5</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>95.7 ± 2.6</td>
<td>80.5 ± 8.8</td>
<td>60.8 ± 5.4</td>
<td>93.5 ± 3.4</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specificity</td>
<td>93.8 ± 9.5</td>
<td>84.6 ± 8.7</td>
<td>100.0 ± 0.0</td>
<td>99.5 ± 1.7</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnostic Accuracy</td>
<td>0.81 ± 0.05</td>
<td>0.66 ± 0.05</td>
<td>0.58 ± 0.06</td>
<td>0.90 ± 0.03</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cohen k</td>
<td>0.78 ± 0.08</td>
<td>0.60 ± 0.08</td>
<td>0.56 ± 0.04</td>
<td>0.90 ± 0.03</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DISCUSSION

In this study, an ensemble template matching and content-based image retrieval scheme were designed for assisting physicians towards early detection of melanomas and alerting patients towards the urgency for a physician visit. The proposed system may assist the expert physician by a/ providing the most similar, to the examined case, images from a known database of skin mole and melanoma images and b/ providing an automated second opinion consultation regarding the nature of the examined skin lesion.

Moreover, the proposed scheme can be of assistance to the patient by providing consultations regarding solely the necessity for evaluation of the examined skin mole by an expert physician.

The ensemble scheme was constructed using three complementary approaches, the MI, COR, and the FC. These algorithms sought for similarities from a different point of view, involving the image’s entropy, the image’s cross-correlation and the specific morphological, textural, and color characteristics of each investigated mole, which were in total 72 features. Entropy was used to investigate the organization of the textural information in the image. Cross-correlation was used to investigate the texture correlation between different image patterns. Melanomas have been found to exhibit elaborated textural patterns, which can be encoded by means of the spatial distribution of the various colors and intensities of the mole pixels, thus, the MI and COR algorithms may be used to capture these diagnostic meaningful differences. Moreover, with the FC algorithm it was possible to investigate the morphology, texture and colour properties of the examined moles and relate these properties with patterns appearing in melanoma cases, providing, in this way, a complementary perspective of the examined image mole signatures.

Although these three algorithms, when operating in a standalone mode, provided average performances in the five different metrics tested (i.e., accuracy MI 91.3%, COR 79.3%, FC 85.3%), when combined under the majority vote scheme the performances were boosted up (i.e., accuracy MV 96.0%) when tested using the leave-one-out method. The increased performance might be explained by the complementarity of the nature of the information that each distinct algorithm offered to the ensemble scheme. Regarding the external cross-validation data splitting, the MV method outperformed all other methods in terms of accuracy with 94.9 ± 1.5% (MI 89.2 ± 3.8%, COR 78.0 ± 3.2% and FC 78.0 ± 3.2%).

Considering the fact that the database utilized in this study comprised extraction from multiple dermatological atlases that contain publicly available images, the high performance of the proposed scheme may justify its effectiveness to detect melanoma signatures on plain photography images, despite the digitization equipment, the angle of photography, the lighting conditions etc., under the premise that the photographs have sufficient diagnostic quality.

A lot of research efforts have been previously presented for melanoma detection based on dermoscopy images or normal digital camera images. Two
main categories of studies may be identified. The first
category consists of efforts focusing on statistical
pattern recognition, whereas the second category
comprises efforts focusing on template matching and
content-based image retrieval. Regarding the first
category, representative studies may be found in
(Cavalcanti, et al., 2013), which proposed a k-nearest
neighbor (k-NN) classifier using 52 features extracted
based on the ABCD rule with 99.3% overall accuracy,
in Jaleel et al. (2012), which proposed an artificial
neural network (ANN) classifier with 100% prediction
accuracy and in Ruiz et al. (2011), which proposed an
ensemble pattern recognition scheme combining three
distinct classifiers, the k-NN, the Bayesian and the
ANN, with accuracy 87.76%. Regarding the second
category, representative studies can be found in
Ballerini et al. (2010; 2013), which proposed a
content-based image retrieval system investigating
textural and color features, in Maragoudakis and
Maglogiannis (2011), which proposed an ontology
structure model based on features extracted from skin
lesion images based on agglomerative clustering and
distance criteria and in Chen et al. (2016), which is a
recent study proposing a content-based image
retrieval system that identified melanomas on plain
photography images with performances exceeding
90% for all metrics tested.

In terms of classification effectiveness, a direct
comparison of the proposed ensemble scheme with
previous studies is difficult to be performed due to
differences in the data sets and differences in evaluation
algorithms utilized. Many previous studies have
presented very high prediction rates, such as 100% in
Ruiz et al. (2011); however, such prediction rates were
obtaining by testing the constructed classification
models using internal evaluation approaches, that
have been shown to give optimistically biased estimates
(Ambroise, et al., 2002). These estimates may be indica-
tive of the model’s performances on the training
data; however, these estimates are far from being
representative of the effectiveness of the model to new, unseen data. In this study, we have attempted to
approximate the performance of the proposed model
in new, unseen data by using an external cross-
validation approach, which enabled us to approximate
the generalization prediction rate of the proposed
scheme (94.9 ± 1.5%). If one wanted to select a single
optimum number of similar images, we would have
to optimize our system based on one of the five
performance evaluation criteria that we have utilized
(i.e., accuracy, sensitivity, specificity, and diagnostic
accuracy or Cohen k). Using the accuracy as the
performance evaluation criterion, the external cross-
validation method indicated that the optimum number
of similar images is 5, with 94.9% performance with
the Majority Vote scheme. Moreover, another signifi-
cant difference of the proposed study against previous
studies is that the proposed ensemble scheme tested
images originating from different dermatological
atlases with great generalization potential for all
criteria tested. Finally, another difference of the
proposed study against the previous studies is that the
template matching and content-based image retrieval
scheme is used not only to retrieve the most similar,
to the examined case, images, but also to characterize
the nature of the unknown case using a combination
of three different algorithms, which, to the best of our
knowledge, is for the first time investigated.

In terms of clinical effectiveness, the proposed
scheme offers the possibility to both patients and
physicians to exploit consultations that will guide
them towards more accurate decisions. The patient
may use the proposed scheme as a second opinion
consultation during the self-skin examination process
by photographing with a standard consumer smartphone
or other type of digital camera and requesting from
the proposed scheme to assess the urgency for a
potential visit.

In order to render our database less dependent
upon the smartphone camera technology, we used the
following approaches: a/ although the size of the mole
has a significant importance in diagnosing melanoma,
this feature was not used since the size of the mole not
only depends on the magnification of the photograph,
but also depends on the distance of the camera from
the mole. Thus, our database does not rely on either
the magnification or the distance of the camera from
the mole, b/ we use the mean shift algorithm (Fukunaga,
1975), which is very effective in flattening the image’s
texture, thus, we can correct for different levels of
illumination, c/ we use mainly features of texture in
our algorithms. These features are less depended on
the technology of the smartphone camera and the
viewing angle, than features of size and shape, d/ we
use the DullRazor algorithm (Lee, et al., 1997) to
eliminate hair pixels and smooth the image, reducing
overall noise levels and facilitating the subsequent
step of segmentation.

When the proposed scheme identifies that the
most similar images are retrieved from the melanoma
category, then the consultation will be towards an
urgent physician visit. In this way, the probability for
early stage detection of melanoma will potentially
increase, since the patient may visit the expert phy-
sician soon enough. On the other hand, the physician
may also benefit by the proposed scheme by means of:

a. second opinion consultations regarding the nature of the examined moles,

b. retrieval of the most similar images from a verified melanoma cases data source and
c. distance monitoring of patients.

In this way, potential diagnostic misinterpretations might be reduced and the overall patient management might be improved.

This study is part of the MARK1 project. The MARK1 application may capture an image, assign the image to a special dermatologist and give the dermatologist a series of image processing and decision support services in order to conclude regarding the administration of the case. More information may be found at: http://mark1-project.eu/.
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