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ABSTRACT 

The aim of the study is to increase the effectiveness of automated face recognition to authenticate identity, 
considering features of change of the face parameters over time. The improvement of the recognition 
accuracy, as well as consideration of the features of temporal changes in a human face can be based on the 
methodology of artificial neural networks. Hybrid neural networks, combining the advantages of classical 
neural networks and fuzzy logic systems, allow using the network learnability along with the explanation of 
the findings. The structural scheme of intelligent system for identification based on artificial neural networks 
is proposed in this work. It realizes the principles of digital information processing and identity recognition 
taking into account the forecast of key characteristics’ changes over time (e.g., due to aging). The structural 
scheme has a three-tier architecture and implements preliminary processing, recognition and identification of 
images obtained as a result of monitoring. On the basis of expert knowledge, the fuzzy base of products is 
designed. It allows assessing possible changes in key characteristics, used to authenticate identity based on 
the image. To take this possibility into consideration, a neuro-fuzzy network of ANFIS type was used, which 
implements the algorithm of Tagaki-Sugeno. The conducted experiments showed high efficiency of the 
developed neural network and a low value of learning errors, which allows recommending this approach for 
practical implementation. Application of the developed system of fuzzy production rules that allow 
predicting changes in individuals over time, will improve the recognition accuracy, reduce the number of 
authentication failures and improve the efficiency of information processing and decision-making in 
applications, such as authentication of bank customers, users of mobile applications, or in video monitoring 
systems of sensitive sites. 

Keywords: artificial neural networks, facial recognition, fuzzy knowledge base, identity authentication, 
video monitoring system 

INTRODUCTION 

The systems of automatic objects recognition of various 
classes based on digital images are relevant to a wide 
range of practical solutions in the fields of computer 
vision (Lanitis et al., 1995), robotic engineering (Ji et 
al., 2012), video monitoring and access control (Rashmi 
et al., 2013), various interfaces of human-computer 
interaction (Rautaray et al., 2015). A key example 
reflecting the basic principles of these technologies is 
the automatic detection of human faces based on the 
electronic video picture. It is necessary to fight terro-
rism and crime (Iwama et al., 2013), for the general 
control of migration (Sanchez del Rio et al., 2016), for 
personal identification in bank transactions via elec-
tronic networks and a number of related tasks, where 
the price of mistaken identity is very high (Didimo et 

al., 2014; Liao et al., 2015; Fang et al.,2014). 

Over the last few years, there have been proposed a 
lot of methods for face identification (Geman et al., 
2015), on the basis of which, automatic systems for 
human faces recognition are developed: Smith & 
Wesson (Matoso et al., 2014) (ASID system – Auto-
mated Suspect Identification System); ImageWare 
(Xue et al., 2015) (system FaceID); Imagis (Grother 
et al., 2015), Epic Solutions (Kotwal et al., 2012), 
Miros (Trueface system) (Sharma et al., 2013); Vissage 
Technology (Vissage Gallery system) (Monroe, 2009); 
Visionics (FaceIt system) (Parmar et al., 2016). 

Artificial neural networks (NN) are widely used 
for tasks of pattern recognition (Jayaram et al., 2013; 
Vinay et al., 2013; Meruelo et al., 2016). They are 
used for detecting ECG signals (Gui et al., 2014), 
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signature (Hatkar et al., 2015), and identification of 
the palm of a smartphone user (Hassanat et al., 2015). 
In the identity authentication systems, the mathema-
tical apparatus of artificial NN are also widely used. 
For example, the recognition of justified and norma-
lized images was performed using a simple NN. The 
used network calculated the face description, approxi-
mating matrix eigenvectors of the image autocorrelation 
(Hecht-Nielsen et al., 1989). These eigenvectors are 
called "eigenfaces". However, the system has not found 
practical application because it was based on precise 
justification and normalization. 

The introduction of algebraic operations allows 
simplifying the direct computation of the "eigenfaces" 
(Kirby et al., 1990). For thorough coding of carefully 
justified and normalized images, up to 100 eigenfaces 
are needed. The residual error that occurs when 
encoding with the help of eigenfaces, is used to detect 
faces in unordered natural images and to determine 
the exact location and size of faces (Turk et al., 
1991). The association of this method of faces’ de-
tection and localization with a method of eigenfaces 
recognition provides a reliable face recognition in real 
time. Thus, the environment recognition is imposed to 
minimal restrictions. 

Models of user behavior are classified using NN 
with radial-basis functions (Watanabe et al., 2013). 
The task of identity authentication of the smartphone 
user is considered on the basis of the behavioral 
model based on the 14 gestures (Nader et al., 2015). 
The age of the person is recognized with the help of 
the fingerprints evaluation (Saxena et al., 2015). The 
authentication purposes based on the human face 
analysis are considered using a neural network 
approach (Khan et al., 2013). The geometric analysis 
of facial features is carried out using neural networks 
with back-propagation to determine gender of the 
person. Moreover, the convolutional neural networks 
are applied for face recognition (Sun et al., 2014). 

The proposed face recognition technologies also 
allow automatic search and recognition in graphic files 
and video stream. However, to date, there are many 
unresolved issues in this sphere - how to teach a com-
puter to conduct the recognition procedure according 
to various evaluation criteria; how to decode and 
store digital face images using the least amount of 
memory; how to select effective criteria to evaluate 
the similarity between faces; how to conduct a compre-
hensive image processing (Lin et al., 2000). The 
algorithms of this class must meet the following basic 
requirements: high recognition quality, real-time opera-

tion and robustness against external factors (Hassan 
et al., 2015). 

The recognition accuracy is 95% for frontal images 
(Chan et al., 2015). For images made by different 
vehicles and under different lighting conditions, the 
accuracy usually drops to 80%. For images taken 
with a time interval of one year, recognition accuracy 
is approximately 50%. This indicates the necessity of 
constant replenishment of the database with updated 
images and the search for more efficient algorithms. 

A new artificial intelligence system called FaceNet 
recognizes human faces with high accuracy (Schroff 
et al., 2015). The result is close to 96% on a standard 
data set Labeled Faces in the Wild (Learned-Miller et 
al., 2016), which includes more than 13,000 face 
images taken from the Internet. A high result is 
provided by a new method of NN training: there were 
used triplets of pictures, which contained faces of one 
or different people, equally justified and taken under 
the same conditions. However, the problem of face 
recognition remains open considering aging or the 
impact of other changes. 

Methods of NN training or self-study (Vasenkov 
et al., 2007) are widely used in the field of identity 
authentication, in particular in face recognition. 
Trained NN are capable of accurate reproduction of 
the input signal and its approximation. Automatic 
ability of the NN to interpolate allows determining 
the missing signals due to the influence of external 
factors, or the location of features, and extrapolation, in 
turn, may allow predicting the aging effects or chan-
ges of appearance due to a number of reasons. NN 
successfully restore the distorted information. They 
are widely used in various fields of science and techno-
logy, in particular robotic engineering and machine 
vision systems.  

The use of methods of NN training or self-study 
may allow solving a number of related tasks in the field 
of person identification without the use of additional 
technical equipment and labor-intensive algorithms with 
a large number of requirements for each of the objects. 

The aim of the study is to increase the effectiveness 
of automated face recognition to authenticate identity, 
considering features of face parameters change over 
time. To achieve these objectives, it is necessary to 
perform the following tasks: to consider the capabilities 
of intelligent biometric systems of identity authen-
tication on the example of facial recognition, with the 
help of mathematical apparatus of artificial NN; to 
perform the traditional approaches in the field of face  
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is compatible with the current IP cameras and video 
servers of D-Link. DCS-210 provides the monitoring 
and recording of video, audio and events used in 
various applications, which provide security. The 
software provides a wide range of features, such as 
record and playback of video, and a real-time view. 

recognition and identify their features; to propose a 
structure for the neural network of face recognition 
and to carry out simulations to verify the effective-
ness of the trained NN. 

METHODS AND MATERIALS 

Fig. 1 demonstrates the experimental system of obser-
vation and face recognition. IP cameras are placed 
across the area of the room or the street. They can be 
connected to a single cable, which simultaneously 
transfers data and power. The cameras are connected 
to switchboard ports DGS-1228P (PoE Switch). The 
PoE switch is also connected to the storage and 
monitoring server. The Internet router DIR-655 is 
connected to the switch for cameras’ remote viewing, 
alerts receiving on e-mail and providing a secure 
access to the Internet. The presence of the network 
drive DNS-343 in the scheme gives you the opportu-
nity to record from the cameras, when the storage and 
monitoring server is disabled, i.e., outside of working 
hours, the video monitoring system will become auto-
nomous. The software D-View Cam, which supports 
the simultaneous work of up to 32 IP cameras, is 
coming with the cameras. 

 
Fig. 1. Computer video monitoring system. Translation 
of elements: розетки 220 вольт - 220 Volt outlets; 
сервер хранения и мониторинга - storage and mo-
nitoring server; электропроводка 220 Вольт - 220 
Volt power lines. 

Multifunctional software DCS-210 D-ViewCam 
Standard is a comprehensive video monitoring system 
for corporate users, which is developed by the Taiwa-
nese Corporation D-Link (Revadigar et al., 2015; 
Jang, 1993). This software provides the ability of central 
management and monitoring of up to 32 cameras. It 
 

For existing computer video monitoring system, let us 
consider the block diagram of intelligent personality 
identification system (PIS) (Fig. 2), which imple-
ments the principles of processing digital information 
and personal recognition. 

 

 Level 1. Master data base (sample for NN) 

Receive 
data 

Data 
processing 

Image structuring Recognition 

NN training 

Level 3. Information database (center for processing information and decision-making) 

 

Fig. 2. Structural scheme of intellectual PIS: a – data processing subsystem; b – data distribution subsystem. 
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On the upper level (1) of the system, there is a 
master data base comprising a set of fuzzy production 
rules that describe the conditions of human body 
aging from the expert point of view, and the speed of 
ageing to predict the emergence of new features on 
the face (wrinkles, skin pigmentation, etc.). A forecast 
of the expected changes is implemented by means of 
neuro-fuzzy networks’ apparatus of the ANFIS type 
(Jang, 1993). This type of network uses the Sugeno 
algorithm of fuzzy inference. Moreover, it is an effect-
tive tool because of the low value of learning error, 
consideration of expert opinion and extrapolation of 
output values. The level 1 also includes the database 
(DB) of references in the form of a set of points with 
coordinates of people features or functions describing 
the location of features relative to each other (eyes, 
nose, mouth, chin, etc.). The NN training is held with 
the help of reference samples in the database.  

The second level (2) includes the adjustment of 
the NN weighting factors, assessment of training effect-
tiveness, possible correction of distorted image signals, 
the forecast of personal features’ changes and the re-
porting on person. 

The third level (3) contains the information data-
base (IDB). Data on the identified personalities are 
transferred to the IDB. 

RESULTS 

RECOGNITION OF THE PRESENTED 
IMAGE ACCORDING TO GRAPHIC 
COORDINATES (PIXELS) 

The feature of image analysis in the system of com-
puter video monitoring is that the obtained images 
may be distorted, i.e., contain artifacts. This must be 
considered in their processing. In addition, the master 
database (Fig. 2) contains samples of face images, 
which are compared in the process of identity authen-
tication. Over time, a person undergoes some changes, 
including wrinkles, change of the contours, skin pig-
mentation, etc. Such changes cannot be accounted in 
the master database, therefore the method of image 
processing should take into account the possibility of 
temporal changes on the human face and evaluate the 
image, taking into account forecasts of changes of 
some parameters over time. 

In this regard, this work uses a hybrid NN, which 
combines the benefits of fast learning of artificial NN 
and possible fuzzy inference based on expert infor-

mation that is a key feature of the developed com-
puter system. This approach allows taking into account 
the forecast of age-related changes in facial features 
and using it to compare images obtained from video 
monitoring systems to standard samples. 

A new image (photograph) enters the input of PIS 
(Fig. 3a). At the initial stage, the pre-processing of 
the original image takes place. The original color image 
is converted to grayscale (Fig. 3b) using commands 
in MatLab (Porshnev, 2010) in order to simplify 
further calculations and the software implementation. 
Further, to improve the contrast of an image, the pixel 
values of the original image (Table 1) are converted 
so that the histogram of pixels’ brightness of the 
obtained image corresponds to the desired histogram 
(Fig. 3c). At the next stage, the grid imposition of 
coordinate points takes place. This highlights key signs 
or characteristics of the face (Fig. 3d).  

Table 1. A program fragment. 

RGB=imread ('brad.jpg'); 
>> I=rgb2gray (RGB); 
>> J=histeq (I); 
>> Fig.; 
>> subplot (2,2,1);imshow (I); 
>> subplot (2,2,2);imhist (I); 
>> subplot (2,2,3);imshow(J); 
>> subplot (2,2,4);imhist (J); 

Key facial features are proportional and can be 
described by linear functions. We use linear NN with 
one input and one output As a learning example 
(remembering the coordinates of five points 

20 40 60 80 90Y    
; ). 80 60 50 48 45X    

Fragment of the program for NN development 
and testing is shown in the package Neuro Toolbox 
(MatLab) in Fig. 4. The network is trained according 
to the algorithm of the inverse error propagation 
(Ivanov, 2004). As can be seen from the values of 
Fig. 4, NN correctly identifies the Y coordinate point. 

Experiment on the superposition of interference 
and restoring the distorted information (points restoring) 

The initial values of X, Y are encoded with the 
purpose of saving data from the external influence 
caused by restrictions, speckle, luminance, weather 
effects, etc. Therefore, knowing the exact coordinates 
of a point is confirmed by the value of 1, and 
distorted -1. (Table 2)  
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 а - color picture b - grayscale image 

   
 с - enhancement of contrast and  d - Part of coding image system 
       histogram of the image       work for NN (coordinate grid imposition) 

Fig. 3. The analyzed image. 

 

 

Fig 4. NN structure. 

 

Table 2. The coded coordinates. 

 Y1 
X1 1 
Х2 1 
Х3 1 
Х4 1 
Х5 1 
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Intelligent system imposes a new coordinate sys-
tem corresponding to the output of the bipolar thres-
hold (Signum) NN activation function (Fig. 5). 

 

Fig. 5. Threshold coordinate system. 

Let us consider a Hopfield network (Hopfield, 
1982). In the Hopfield network, the input signals of 
neurons are also the output signals of the network: 
xi(k) = yi(k-1), while stimulating vector is not parti-
cularly important. In the classical Hopfield system, 
there is no connection of the neuron with its own 
output, which corresponds to wii = 0, and the whole 
weight matrix is symmetric: wij = wji. 

 

TWW ˆˆ  . (1) 

The symmetry of the weight matrix guarantees 
the convergence of the learning process. The learning 
process of network creates the zone of attraction of 
some equilibrium points, corresponding to the training 
data. When using associative memory, we are dealing 
with the training vector ),,( 21 nxxx x  or set of  

 

those vectors that identify the location of specific 
points of attraction (attractors) as a result of learning. 

Each neuron has an activation function Signum 
with values 1: 
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This means that the output signal of the i-th 
neuron is determined by the function: 
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where N is the neuron number, N = n. Often the cons-
tant component , which determines the threshold of 

individual neurons, equals to 0, а – the output signal. 
ib

To check the work effectiveness of trained NN to 
the possibility of recovery of the distorted signal, let 
us perform calculations. 

Let the encoded signals input the NN; they repre-
sent the coordinates of the facial features: 

1 ( 1 1 1 1 1)Tx       

2 (1 1 1 1 1)Tx     

3 ( 1 1 1 1 1Tx )      

4 ( 1 1 1 1 1)Tx      

5 ( 1 1 1 1 1)Tx      

where xi  – the current value of the signal. 

The weight coefficients of the NN matrix for 
images are determined by the formula: 

  (4) ,T
i i iW x x
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1 1 1
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1 1 1 1 1

1 1 1 1 1
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1 1 1 1 1

1 1 1 1 1

TW x x
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   
 

 
     

4 4 4

1 1 1 1 1

1 1 1 1 1
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1 1 1 1 1

1 1 1 1 1
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    
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  
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5 5 5

1 1 1 1 1

1 1 1 1 1

.1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

TW x x

  
    
    
 
   
   

 
The resulting weight matrix of the network W can 

be calculated using the formula: 

5

1

5 5 5 1 3

5 5 5 1 3

.5 5 5 1 3

1 1 1 5 1

3 3 3 1 5

i
i

W W


 
     
   
 

 
  





 
 
 
  
 
 

 
 

 
To determine the reference image stored in 

memory, we need to calculate the product WXi = Yi  
(i = 1,2,3,4,5). For example, when applying x3, we 

have: 

3

5 5 5 1 3 1 19

5 5 5 1 3 1 19

.5 5 5 1 3 1 19

1 1 1 5 1 1 7

3 3 3 1 5 1 13

Wx

    
         
     
   

     
         

 
Taking into account a threshold activation func-

tion (2), we get the output signal (–1  1  –1  –1  –1), 
that is the neural network have correctly restored the 
saved image x3. Similar results were obtained for the 

other images. 

Let the image x3, distorted in the second and 

fourth points, input the network. The image simulates 
a decrease of signal quality. 

)11111(3 Tx  
Using the matrix W к 3

Tx , we get: 

 

3

5 5 5 3 71 1

5 5 5 3 71 1

5 5 5 3 71 1

5 51 1 1 1 1

3 3 3 5 91 1

xW

      
  
     
   

  
  
   

  
   

      

  
  
  

   
Taking into account the activation function, we 

get х3 = (-1  1  -1  1  -1), that is NN fixed the second 
coordinate, but could not correct the fourth, therefore, 
NN needs further study. 

It is known that most systems of face recognition 
do not have the ability to forecast changes of key 
facial features over time, i.e., aging. To consider this 
possibility, the author have proposed a neuro-fuzzy 
network (NFN) of an ANFIS type (Jang, 1993), which 
implements the Tagaki-Sugeno algorithm (Takagi, 
1985). To construct the NFN, we used the editor 
“anfis edit” from the MatLab package. The NFN is 
based on a fuzzy inference system that implements 
the opinions and experiences of experts in the field of 
human aging. 

EXPERIMENT ON NEURO-FUZZY 
PREDICTION OF THE EXTENT OF 
HUMAN AGING, I.E., CHANGE OF THE 
FACE KEY FEATURES 

The expert determines the dependence of the degree 
of human body aging (face parameters), depending on 
a number of factors, such as health, nutrition, stress, 
heredity, environment, degree of self-realization. 
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Fuzzy knowledge base consists of 15 rules of the 
type IF "Condition  .." THEN "Conclusion", for 
example, one of the rules is as follows: 

IF health is good AND nutrition is good AND 
resistance to stress is high AND the environment is 
good AND the self-realization is high, THEN the 
levels of aging are low, etc. 

General view of the fuzzy inference system is 
shown in Fig. 6. Expert chooses the type and number  
of membership functions (Fig. 7). 

After the implementation of the knowledge base, we 
have checked the operation of fuzzy expert system 
(fuzzy inference system) Fig. 8a. A three-dimensional 
image of an interaction between the degree of aging 
and nutrition and health is shown in Fig. 8b. 

 

 
Fig. 6. General view of the fuzzy inference system. Translation of elements: здоровье - health; питание - 
nutrition; устойчивость к стрессам - resistance to stress; экология - environment; самореализация - self-
realization; obraz - image; степень старения - level of aging. 

 

 

Fig. 7. The membership functions of the variable "health". Translation of elements: здоровье - health; питание - 
nutrition; устойчивость к стрессам - resistance to stress; экология - environment; самореализация - self-
realization; плохое - bad; среднее - average; хорошее – good. 
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a - demonstration of the human aging  

degree calculation 

 
b - representation of aging factors 

 

Fig. 8. The test of the fuzzy expert system (fuzzy inference system) operation. Translation of elements: здоровье 
- health; питание - nutrition; устойчивость к стрессам - resistance to stress; экология - environment; 
самореализация - self-realization; степень старения - level of aging. 
 

Based on the numerical values of the aging factors 
from the resulting fuzzy inference system, we have 
defined the test sample (Fig. 9) for training NFN with 
the aim of obtaining forecast values. 

In the program “anfis edit”, the NFN is implemen-
ted (Fig. 10A). It has 5 inputs and 1 output, corres-
ponding to a fuzzy system. The network is trained 
based on the gradient method. The number of learning 
cycles is equal to 30 (Fig. 10b). 

To check the work accuracy of NFN, the forms and 
values of three-dimensional images of aging factors 

in the fuzzy system (Fig. 4) and NFN (Fig. 10c) were 
compared. We can see that key values are identical. 

To check the effectiveness of NFN work, we deter-
mined the predictive value of the aging degree, i.e., the 
emergence of new features on the face (Table 3). The 
value of 5.73 means that at the high estimates of the 
input factors, the speed of biological processes in facial 
features is slow, i.e., for the presented object (face 
photos of actor Brad Pitt) of the PIS neural network, 
the reference model may be stored in the database for 
a long time without essential changes of coordinates. 

 

 
Fig. 9. Establishment of test samples for NFN. 
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а - General view of the NFN of aging function 

 
b - Software training of NFN 

 
c - The image of the aging factors at the NFN work 

Fig. 10. NFN.

Table 3. Program listing for definition of estimated 
values. 

>> out = evalfis([13 17 50 55 86], obr1) 
Out= 
          5.7313 

DISCUSSION 

Application of neural systems in computer system of 
video monitoring and authentication opens up broad 
prospects for the analysis and processing of obtained 
images. Despite the good experimental results, the 
proposed approach has several limitations. First of 
all, during the preparation of the problem solution, it 
is not always possible to determine the exact amount 
of input data in the training, which significantly af-
fects learning outcomes and, as a consequence, the 
results of the network operation. Second, when solving 
real problems using neural networks, the challenge is 
to link output indicators with the available data. That 

is why we often use an excessive amount of data. 
Third, an attempt to consider more options, including 
the formation of fuzzy rules of productions, increases 
the dimensionality of the network, increases the learning 
time and reduces the quality of network operation. 

It should be noted that to implement the proposed 
approach, the neurocomputers developed by Adaptive 
Solutions (USA) (Razi et al., 2015) or Hitachi (Japan) 
(Lydia-Marie Joubert, 2016) could be used. Hitachi 
neurocomputers allow you to implement NN, including 
up to 576 neurons. In addition, the computers of 
Mark family produced by TRW (Sinitsyna, 2015) are 
well-known representatives of these systems. Mark 
IV is a uniprocessor with pipelined architecture. It 
maintains up to 236 thousand virtual processing ele-
ments, which allows handling up to 5 million inter-
connects/s. Computers of Mark family have a com-
mon software shell ANSE, providing software com-
patibility of models with NN emulator (Meruelo et 
al., 2016). 
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There are many methods for the face identify-
cation that can be divided into several categories: 

1. Methods based on the knowledge (Grother et al., 
2015). They use expert knowledge about the shape 
and position of facial features, their geometric 
proportions. 

2. Methods based on invariant properties (Parmar et 
al., 2016). They are looking for invariant proper-
ties, which are peculiar for a face under changing 
illumination conditions, facial expressions, its 
position relative to the camera. In the first stage, 
the candidates are defined according to the main 
global properties, such as, skin color, face size 
and shape. The system then checks the selected 
candidates with the help of local properties – 
eyebrows, eyes, nose, mouth and hair. 

3. Group of methods based on comparison with the 
sample (Schroff et al., 2015). In these methods, 
the system selects several face samples or 
samples of certain face features and calculates the 
correlation between the input image (picture) and 
reference image within the database. Graphic 
location of facial features is specified, usually in 
the form of parameters of some functions. Next, 
the image (a human face) is recognized with the 
help of the value of the correlation coefficient. 
Based on the methods of the third group, the pro-
gram OpenCV (Open Computer Vision) operates 
(Andersen et al., 2015). It is a computer vision 
library with an open source code, which provides 
a set of data types and numerical algorithms to 
process the image with the help of computer 
vision. The EigenFaces algorithm is used to train 
the model (Diniz et al., 2015). The algorithm is 
based on the use of statistical characteristics, such 
as expectation function and covariance matrice. 
Recognition quality depends on the chosen method, 
and on the number and quality of the images used 
in the calculations, that is a disadvantage of the 
package. 

4. Methods based on learning (Vasenkov et al., 
2007). The algorithms, based on these methods, 
use mathematical models, which are trained using 
a set of reference or test images. For example, the 
learning algorithms that are implemented in 
neural networks. Then trained NN are used in 
identification systems. 

It should be noted that the first three areas have a 
number of disadvantages. In the preparation of detailed 
laws or conditions, the recognition system will reject 

the faces, which do not fully meet the conditions. If 
the laws are generalized, it can lead to a large number 
of incorrect detections. It is also difficult to develop 
rules to detect faces with different facial expressions 
and in different projections, it is necessary to foresee 
all possible cases that is a time-consuming task. 

The problem of the second group methods is that 
when searching for a permanent facial features and 
transferring images to digital form, these characteristic 
can be distorted by speckle and light levels. The face 
may have a little noticeable border, while shadows 
can give a sharp edge that will lead to incorrect 
operation of the algorithm. This requires additional 
hardware and software that implement the methods of 
filtering and restoration of distorted information. 

Methods based on comparison of the submitted 
picture with the standard, or sample show a low level 
of confidence, as they are not always able to deal 
with a variety of shapes, positions, sizes. Moreover, 
they do not take into account the appearance of 
glasses or hearing aids, hats, facial hair, etc., and the 
factor of human aging, i.e., modification of the 
submitted characteristics in time. 

As a result of the study, a method of personal 
recognition and identification is developed, taking 
into account possible changes of key facial features 
over time. The proposed approach is based on the 
results of the existing models analysis and methods of 
face recognition. 

The basic idea of the proposed approach is that 
the authentication process is split into several stages: 
first is the image pre-processing (the image color is 
converted to grayscale, the contrast is improved); 
second, the key characteristics are selected based on 
image analysis and the received characteristics are 
coded; third, the recognition of the image taking into 
account the changes forecast of key parameters. In 
addition, fuzzy rules of productions are developed, on 
the basis of which the problem of forecasting changes 
in key parameters is solved. 

Based on the analysis of hybrid fuzzy-network 
systems, we can state that it is advisable to use the 
adaptive system neuro-fuzzy output – ANFIS in order 
to build a system of evaluation and identification of 
obtained image. In the ANFIS system, the conclusions 
are based on fuzzy logic system, and the parameters 
of the membership function are adjusted using the 
error back-propagation algorithm. This approach helps 
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to identify patterns and discover new correspondences, 
to predict the values of key parameters of authen-
tication. Comparison of the training results shows 
good consistency with the experimental data obtained 
by evaluating characteristics. The solution may serve 
as a basis for the hardware implementation of the 
proposed neuro-fuzzy algorithm when solving the 
problems of identity authentication in terms of hard-
ware and software complex of video monitoring and 
face recognition. 

Analysis of the conducted experiments shows that 
the application of the ANFIS system for the personal 
authentication is very promising. The disadvantage is 
that the quality of the results significantly depends on 
the quality of experimental data and on the volume of 
training samples. Therefore, the selection of training 
samples is an important issue when using ANFIS. 
Studies have shown that the algorithm of Sugeno-type 
gives high performance, but involves quite complex 
learning procedure. The obtained results correspond 
to the conclusions of some other researchers who 
studied the possibility of applying the neural network 
approach to the solution of various problems (Matoso 
et al., 2014; Xue et al., 2015; Jang, 1993). The 
accuracy of obtained numerical estimates is provided 
by using standard means of MATLAB. 

Today, there are many different situations, in 
which well-known algorithms for face recognition cease 
to work effectively and allow a large percentage of 
errors. A new generation of recognition systems must 
be able to identify a person in real-time and in envi-
ronments with much fewer restrictions. To reach this 
purpose, the identification systems should work ef-
fectively in the natural environment - in the presence 
of speckle and variable illumination. They cannot be 
based on the use of one identification category – a 
very important feature is the analysis according to 
different categories. With this purpose, the author 
proposed an approach based on NN, which is able to 
solve the set tasks. If we talk about wearable systems, 
their sensing elements require small size, low power 
consumption and the ability to fix on clothes. 
Considering these requirements, we can assume that 
the system with the means of face recognition, which 
implements the algorithms of trained NN, have the 
greatest potential for wide application. 

Nevertheless, to be widely applicated, the facial 
recognition systems should learn to interact with the 
user without creating discomfort. This means that future 
intelligent systems must use the same recognition 
categories as people and have the ability to imitate 
human thinking. Further research will continue in this 

direction, but it is already clear that the objectives are 
achievable. 

CONCLUSIONS 

As a result of conducted study, we can draw the 
following conclusions. 

1. The approach for the implementation of computer 
authentication system is proposed, based on 
artificial neural networks, which allows not only 
comparing the obtained image with the reference 
samples, which are stored in the database, but 
also taking into account the forecast changes in 
key characteristics over time (e.g., due to aging). 

2. Structural diagram of a hardware-software complex 
for identity authentication is developed. It has a 
three-tier architecture and implements preliminary 
processing, recognition and identification of images 
obtained as a result of monitoring. 

3. On the basis of expert knowledge, the fuzzy base 
of products is designed. It allows assessing possible 
changes in key characteristics, used to authenticate 
identity based on the image. To take this possibility 
into consideration, a neuro-fuzzy network of ANFIS 
type was used, which implements the algorithm 
of Tagaki-Sugeno. 

4. The conducted experiments, implemented with 
the help of MatLab, showed high efficiency of the 
developed neural network and a low level of 
learning errors, which allows us to recommend 
this approach for practical implementation. 

The significance of the results for practical use is 
determined primarily by the developed system of 
fuzzy productions that allow predicting face changes 
over time. 
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