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ABSTRACT

Texture segmentation is one of the main tasks in image applications, specifically in remote sensing, where
the objective is to segment high-resolution images of natural landscapes into different cover types. Often the
focus is on the selection of discriminant textural features, and although these are really fundamental, there is
another part of the process that is also influential, partitioning different homogeneous textures into groups. A
methodology based on archetype analysis (AA) of the local textural measurements is proposed. AA seeks the
purest textures in the image and it can find the borders between pure textures, as those regions composed of
mixtures of several archetypes. The proposed procedure has been tested on a remote sensing image application
with local granulometries, providing promising results.

Keywords: archetype, image segmentation, local granulometries, mathematical morphology, texture analysis.

INTRODUCTION

Image segmentation, and texture segmentation in
particular, is one of the most important and difficult
tasks in image processing. It consists of separating the
different textures presented in the image. In this work,
we focus on unsupervised texture segmentation, i.e.,
when no previous information about the textures in the
image is available. Texture segmentation is part of the
broader field of texture analysis (Tuceryan and Jain,
1993). Although the concept of texture has no exact
definition in image processing, the underlying idea is
that it is something where local patterns are repeated.

Two general approaches for carrying out
texture segmentation are region-based approaches or
boundary-based approaches. We consider a common
region-based approach that consists of computing
(local) textural features in small windows centered
on each pixel of the image or on a sample of pixels
and then performing a clustering analysis of them
(Soille, 2003, Ch. 11). The reason for using clustering
techniques is that feature vectors that have common
attributes will form clusters in the feature space
(Fletcher and Evans, 2005). However, this rationale
does not take into account the cases in which the
window is centered on the border between two or
more different textures, i.e., if the window contains
a mixture of textures.

In summary, that procedure returns a sample of
features from different pure types of textures (when the
windows contain a single kind of texture), but also a
sample of features from a mixture of textures. For that

reason, we propose a more appropriate unsupervised
statistical learning technique as an alternative to cluster
analysis: archetype analysis (AA). The objective of
AA is precisely to extract the archetypes, which are
pure profiles in a data set, and to express the data
as mixtures of those archetypes. The archetypes are
themselves a mixture of observations from the data
set. Therefore, with AA we can obtain the set of pure
textures in the image and find the borders between
pure textures, as those regions that are composed of
mixtures of several archetypes. Textures are described
by features. Obtaining good results will depend on the
following premises: using textural features that on the
one hand can successfully separate the characteristics
of the different pure textures in the image, and on the
other hand, in the case of a mixture of textures, its
features are a convex combination of the features of
the pure textures that form the mixture.

A toy example is used to illustrate what AA means
and how it differs from clustering. Let us assume that
we have in Fig. 1 a sample of six small windows
from a certain image to segment. In this sample, the
first and last window contain pure textures; the first
one is completely smooth, while the last one is noisy.
However, the other windows are a mixture (in different
degrees) of the two textures. In order to characterize
the windows, we consider the following feature: the
percentage of smoothness in the window, measured as
the area of smooth zones in the window divided by the
total area of the window. So, we can summarize each
windows as 100, 80, 60, 40, 20 and 0, respectively.
Applying k-means, with k = 2, to this sample returns 80
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and 20 as centers, corresponding to the two windows
in the central column of Fig. 1, which are mixtures.
Applying AA (with two archetypes) to this sample
instead returns 100 and 0 as archetypes, corresponding
to the first and last window, which are pure textures.
Clustering returns central points, while AA returns
extreme points, which are purer profiles than the
central points. Furthermore, in a matrix α AA returns
the composition (from 0 to 1 and adding up to 1) of
the windows as a function of the archetypes found.
In this example, α is [1 0; 0.8 0.2; 0.6 0.4; 0.4 0.6;
0.2 0.8; 0 1], i.e., it returns how archetypes are mixed
in each sample. So through α we can know that the
first and last window correspond to pure textures, each
corresponding to a different archetype, while the other
windows are mixtures, to some extent, of those two
textures. For example, the second window is a mixture
between 80% of the first archetype (the smooth one)
and 20% of the second archetype (the noisy one).

AA was proposed by Cutler and Breiman (1994)
and it has found applications in diverse fields, such
as computer vision (Chen et al., 2014; Bauckhage
et al., 2015; Sun et al., 2017a;b; Mair et al., 2017),
developmental psychology (Ragozini et al., 2017),
engineering (Epifanio et al., 2013; Vinué et al.,
2015; Vinué, 2017; Epifanio et al., 2018b; Millán-
Roures et al., 2018), finance (Moliner and Epifanio,
2019), genetics (Thøgersen et al., 2013), global
development (Epifanio, 2016; Epifanio et al., 2018a),
machine learning problems (Mørup and Hansen,
2012), neuroscience (Tsanousa et al., 2015; Hinrich
et al., 2016) and sports (Eugster, 2012; Vinué and
Epifanio, 2017).

The purpose of this work is to introduce the idea
of using AA for texture segmentation and to apply
it to a real problem. Section “Material and methods”
presents the data and describes the methodology.
Section “Results” shows the segmentation results.
Finally, conclusions and further developments are
discussed in Section “Discussion”. The code in R

Fig. 1. Toy example illustrating the difference between
clustering and AA results (see text for details).

(R Development Core Team, 2018) and data for
reproducing the results are available at http://www3.
uji.es/∼epifanio/RESEARCH/aasegmentation.rar.

MATERIAL AND METHODS

PRELIMINARY DEFINITIONS
Let us review some basic morphological

transformations (see Soille, 2003 for an in-depth
introduction). Let B be a structuring element, let B̌
be the reflection of B, and let f be a gray scale
image. Then, the erosion of f by B is [εB( f )](x) =
minb∈B f (x+b); the dilation of f by B is [δB( f )](x) =
maxb∈B f (x+ b), and the opening of f by B: γB( f ) =
δB̌[εB( f )].

Matheron (1975) defined a granulometry on a
family A of sets, as a one-parameter family ψλ , with
λ ≥ 0, of mappings from A into itself such that: (i)
ψλ (A) ⊂ A for any λ > 0 and A ∈ A ; (ii) if A, B ∈
A and A ⊂ B, imply ψλ (A) ⊂ ψλ (B); (iii) λ1 ≥ λ2 >
0 imply ψλ1(A) ⊂ ψλ2(A) and (iv) ψλ1 ◦ ψλ2 = ψλ2 ◦
ψλ1 = ψsup(λ1,λ2). Additionally, it is usual to consider
that ψλ (A) = A.

DATA AND TEXTURE FEATURES
Compositions of artificial textures are the data sets

commonly used for assessing texture segmentation
procedures. However, we use several images of forest
stands, with natural (real) textures, since textures on
natural landscapes are more difficult to process owing
to their high natural variation (Epifanio and Soille,
2007).

Many different local textural features can be used,
such as classical spatial moments (Tuceryan, 1994)
or Gabor filters (Jain and Farrokhnia, 1991), where
features are computed in a sample of the pixels for
computational efficiency and clustered.

Here, we prefer to use features based on
mathematical morphology tools that have been proven
to be successful in tackling different problems of
geoscience and remote sensing (Epifanio and Ayala,
2002; Soille and Pesaresi, 2002; Plaza et al., 2005;
Benediktsson et al., 2005; Fauvel et al., 2008). In
particular, we use the well-known local granulometries
(Dougherty et al., 1989), specifically granulometries
by opening using squares of increasing size, as
presented in (Soille, 2003, Ch. 11) for similar satellite
images. Openings using squares (S) of increasing size
λ obey the above definition. So, in our application
we define a granulometric size distribution on f by:
1−V (γS( f ))/V ( f ), where V stands for the volume,
i.e., the sum of the pixel values.
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METHODOLOGY

The proposed procedure uses two unsupervised
learning procedures: trimmed k-means (Cuesta-
Albertos et al., 1997) and AA. First, these procedures
are reviewed.

Trimmed k -means

Trimmed k-means is analogous to k-means but a
proportion δ (between 0 and 1) of observations is
discarded by the procedure itself, i.e., the trimmed
points are self-determined by the data. Trimmed k-
means aims to robustify k-means, i.e., to determine
appropriate clusters when noisy data or outliers are
present, which are detected and returned as trimmed
observations by the procedure itself.

Let x1, ..., xn be n points of dimension p. Let k be
the number of clusters. The k-means returns a set of k
points, m∗1, ..., m∗k , the centroids, verifying (‖·‖ denotes
the Euclidean norm for vectors)

{m∗1, ...,m∗k}= arg min
m1,...,mk

1
n

n

∑
i=1

inf
1≤ j≤k

‖xi−m j‖2, (1)

and each observation xi is assigned to its closest
centroid m∗j .

The trimmed k-means, with trimming size δ ,
returns k points, m∗1, ..., m∗k such that

{m∗1, ...,m∗k}=

arg min
Y,{m1,...,mk}

1
dn(1−δ )e ∑

xi∈Y
inf

1≤ j≤k
‖xi−m j‖2,

(2)

where Y ranges on subsets of x1, ..., xn containing
dn(1− δ )e points (d·e denotes the integer part of a
given value). Each non-trimmed point xi is assigned to
its closest centroid m j. A trimmed k-means algorithm
can be found in Garcı́a-Escudero et al. (2003).

Archetype analysis

In AA, three matrices are returned: 1) the k
archetypes z j, which are the rows of a k× p matrix
Z; 2) an n× k matrix α = (αi j) that contains the
mixture coefficients that approximate each observation
xi by a mixture of the archetypes (x̂i = ∑

k
j=1 αi jz j);

and 3) a k × n matrix β = (β jl) that contains the
mixture coefficients that define each archetype (z j =
∑

n
l=1 β jlxl). To find these matrices, we minimize the

following residual sum of squares (RSS):

RSS =
n

∑
i=1
‖xi−

k

∑
j=1

αi jz j‖2

=
n

∑
i=1
‖xi−

k

∑
j=1

αi j

n

∑
l=1

β jlxl‖2, (3)

under the constraints

1) ∑
k
j=1 αi j = 1 with αi j ≥ 0 for i = 1, . . . ,n and

2) ∑
n
l=1 β jl = 1 with β jl ≥ 0 for j = 1, . . . ,k.

To estimate those matrices Cutler and Breiman (1994)
developed an alternating minimizing algorithm, which
was implemented in R by Eugster and Leisch (2009).

If we know that the number of textures on the
image is k, we can use this number for the AA
algorithm. Otherwise, a simple but effective heuristic
(Cutler and Breiman, 1994; Eugster and Leisch, 2009;
Vinué et al., 2015; Seth and Eugster, 2016) such as the
elbow criterion can be used. With the elbow criterion,
we plot the RSS for different k values and the value of
k is selected as the point where the elbow is located.

Proposed procedure

The idea of the procedure is to extract textural
features in small windows around each pixel of the
image to segment. These textural features describe the
windows. Then, we look for the extreme or archetypal
features that correspond to the pure textures (AA
is used). The textural features of the windows are
expressed as a convex combination (the α matrix) of
the archetypal features. One of the α values will be
high (near one) for the windows with pure or nearly
pure textures. However, windows with mixed textures
because they are on the border between different
textures will have intermediate α values. We can
cluster the textural features using the α values to
segment the image. If we assume that the percentage
of windows with mixed textures because they are
on the border between different textures is small,
those windows would correspond to the trimmed
observations of the trimmed k-means. Let us look at an
implementation of this idea based on the description of
textures by granulometric curves.

Our texture segmentation algorithm consists of
the following steps: (a) Computing the granulometric
curves within a small window around each pixel,
(b) performing AA on the granulometric curves of a
sample of pixels in the image and selecting a certain
number k of archetypes by using the elbow criterion,
(c) performing a trimmed k-means of the α values
and (d) classifying every pixel in the image according
to the results of step (c) by computing the α values
corresponding to the archetypes obtained in step (b).

153



CABERO I ET AL: Archetypal analysis in texture segmentation

The granulometric curves are not part of the
methodology and could be substituted for other
appropriate textural features. Note that if the scales of
new textural features are not comparable, they should
be standardized before applying AA.

The selection of the window size depends on the
image resolution, which should be high enough to
capture the textures.

RESULTS

First the proposed procedure is illustrated by an
image of several forests and compared with alternative
unsupervised learning methods other than AA. In Sect.
3.1 the methodology is applied in a remote sensing
problem and compared with other methodologies.

Fig. 2a shows the image to segment. We have
computed the granulometric curves by opening using
squares of increasing size (from 1 to 50), in windows
with a size of 51 × 51 centered on a systematic
sample of pixels, as shown in Fig. 2b, where each color
indicates a different texture and white indicates that
the pixel is on a border between textures. Those labels
will act as a ground truth. The 294 granulometries
are shown in Fig. 3. The distribution functions for
the group colored in cyan move from 0 to 1 more
rapidly (i.e., they have a more concentrated probability
distribution) than the corresponding ones from the
group colored in red, and these move more rapidly
than the distribution functions from the class colored
in yellow. This occurs because the grain sizes (tree
canopy) are small for the cyan class and they increase
for the red and yellow classes.

AA is applied to the granulometries from k = 1 to
10. Fig. 4 shows the screeplot (RSS versus the number
of archetypes). According to the elbow criterion, k
= 3 is selected, which is the number of true texture
classes, although it is determined in an unsupervised
way. The archetypes (together with the α values) are
computed for k = 3. The nearest granulometric curves
to each archetype are the curves from the samples with
numbers 28, 99 and 190. The windows surrounding
those archetypal pixels are displayed in Fig. 5. In this
way, we obtain a (pure) representative of each class.

The ternary plot with the α values is shown in
Fig. 6. The different colors and numbers represent true
classes, as in Fig. 2b, where the black points with
the number 0 indicate the pixels on borders between
textures. Note that the majority of points are situated
around the archetypes, each of which is on one corner
of the plot. In the middle of the plot there are some
spread points, which are a mixture of the archetypes,

(a)

(b)

Fig. 2. (a) Image of several forests. (b) Sampled pixels
with their respective true label (see text for details).

and the majority of them are shown in black coded
with zero, i.e., they are border pixels. Therefore, our
premises are met. We apply the trimmed k-means, with
k = 3 and the proportion of trimmed sample δ = 0.095,
the percentage of pixels coded with zero, which can be
considered as outliers. The matching matrix is shown
in Table 1. The errors occur in border pixel classes.
We have computed the adjusted Rand index (Hubert
and Arabie, 1985) to compare the true partition
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Fig. 4. Screeplot of the residual sum of squares.

Fig. 5. Archetypal representative of each group.

with the one obtained using our methodology. The
Adjusted Rand Index (ARI) is 0.87, which indicates
a high level of agreement between the partitions (the
closer to one, the more similar the partitions are).

We have also computed the ARI using different δ

values in order to check the robustness of the results
when the exact percentage of border pixels is not
known. When δ = 0, the classical k-means is applied.
Furthermore, in order to test the improvement achieved
by using AA instead of a clustering algorithm in step
(b), for comparative purposes we change AA in step
(b) for one of two possibilities. The first possibility,
referred to as clustering, consists of applying the
clustering algorithm (k-means or its trimmed version)

directly to the granulometries. The second possibility,
referred to as PC clustering, consists of applying
the clustering algorithm (k-means or its trimmed
version) to the principal component (PC) scores of
the granulometries. The first two PCs are considered,
since they explain more than 95% of the variability
and better results are obtained than if we consider, for
example, the first five PCs, which explain more than
99% of the variability. Table 2 shows the ARI values.
On the one hand, for all the δ values, the highest ARI
is obtained by AA, showing that AA returns the most
similar the partition to the ground truth. On the other
hand, for all the δ values, the ARI values for AA are
high, in the majority of cases above 0.85.
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Fig. 6. Ternary plot (see text for details about the color
and number codes).

Table 1. Matching matrix on the sampled pixels (true
class labels in the first row; labels obtained with out
methodology in the first column).

0 1 2 3

0 17 3 1 6
1 6 77 0 0
2 4 0 136 0
3 1 0 0 43

APPLICATION
We consider the segmentation of orthophotos.

Fig. 7 shows two 50 cm resolution images of the
Alps used to assess the accuracy of a method
monitoring the increase in woody vegetation from
multitemporal Landsat images (Maggi et al., 2007).
These orthophotos need to be segmented into three
different classes of tree densities: dense, sparse, and
empty.
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Fig. 7. Orthophotos with dense, sparse, and empty tree
densities.

Fig. 8. Supervised segmentation of orthophotos with
the methodology described in Epifanio and Soille
(2007).

These orthophotos were originally used in
Epifanio and Soille (2007) with a supervised
texture segmentation methodology. This consisted
of describing each pixel by several morphological
features computed in a centered window of size 81,
manually selecting nine prototypes from an orthophoto
as the training data (five for dense, three for sparse,
and one for the empty class), and using the minimum
distance classifier, i.e., the nearest neighbor according
to the Euclidean distance. The segmentation results
with this supervised methodology are shown in Fig. 8.
The boundaries of the dense vegetation zones and
the treeless zones are traced in white and black,
respectively. The remaining areas correspond to the
zones with sparse tree density. In Supplementary
Material the labeled regions are visualized.

We now apply the approach described in Jain
and Farrokhnia (1991) using Gabor filters to perform
unsupervised texture segmentation, as explained in
MathWorks (2019). A total of 32 Gabor features and

2 spatial features for each pixel in the input image are
clustered with k-means. Fig. 9 shows the segmentation.
Boundaries traced in white and black for the first
orthophoto separate the classes returned. The obtained
segmentation does not correspond to the density of
trees. Even if we consider two or four groups instead
three classes, the segmentation does not correspond
to the density of trees (Fig. 10). For the second
orthophoto, as before, the boundaries of the dense
vegetation zones and the treeless zones are traced in
white and black, respectively. There are several clear
errors in this segmentation, for example, in the top
left part of the image a dense vegetation zone is
segmented as sparse; and a zone in the bottom right
of the image with vegetation is classified as empty.
In Supplementary Material the labeled regions are
visualized.

We now apply our proposed procedure with
windows of size 81. We apply AA and δ = 0 for
the trimmed k-means to facilitate comparison with the
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Fig. 9. Unsupervised segmentation of orthophotos
using Gabor filters.

Fig. 10. Unsupervised segmentation of the first
orthophoto using Gabor filters with two and four
classes.

Table 2. ARI for clustering, PC clustering and AA,
using different δ values.

δ Clustering PC clustering AA

0.00 0.82 0.82 0.85
0.01 0.83 0.83 0.85
0.02 0.83 0.83 0.86
0.03 0.81 0.82 0.88
0.04 0.81 0.81 0.88
0.05 0.80 0.80 0.89
0.06 0.78 0.81 0.88
0.07 0.79 0.81 0.88
0.08 0.78 0.79 0.87
0.09 0.77 0.78 0.86
0.10 0.76 0.78 0.87
0.11 0.75 0.77 0.86
0.12 0.74 0.76 0.83
0.13 0.73 0.74 0.82
0.14 0.72 0.73 0.80
0.15 0.71 0.72 0.79

other methods, i.e., no observation is trimmed. For the
first orthophoto the elbow is at k = 4, so for the first
orthophoto we consider four classes. The boundaries
of the dense vegetation zones are traced in white (the
areas surrounded by dashed lines have lower density
than the solid lines).

The boundaries of the treeless zones are traced in
black, and the remaining areas correspond to the
zones with sparse tree density. Fig. 11 shows the
segmentation results with our proposed procedure.
If instead of using AA, the local granulometries
are directly clustered by k-means, the segmentation
obtained can be seen in Fig. 12. In this last case, some
dense vegetation zones are misclassified as sparse tree
density zones. In Supplementary Material the labeled
regions are visualized.

Our procedure returns very satisfactory
segmentation results, comparable with the results of
the supervised methodology, despite being completely
unsupervised, i.e., no information is provided.
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Fig. 11. Unsupervised segmentation of orthophotos
using our procedure.

Fig. 12. Unsupervised segmentation of orthophotos by
clustering the local granulometries.

DISCUSSION

A common problem of texture segmentation is
that local windows centered on each pixel from
which features are extracted can contain more than
one texture. Some attempts to solve this consist
of considering windows not centered on the pixel,
as in Wang et al. (1993) and Epifanio and Soille
(2007). However, those procedures are more labor-
intensive than the procedure that we propose, where
windows are centered on each pixel, and what we
change is the clustering phase for an archetypal
analysis phase followed by a clustering phase.
The preliminary results show the relevance of the
proposed approach. Our procedure has been compared
with other methods. In spite of its simplicity, the
relevance of its results has been shown, especially
in a remote sensing application. The results of
our procedure are competitive not only with other
unsupervised methodologies, but also in comparison
with a supervised methodology.

Our procedure can also return archetypal windows
of each group. Instead of using the α values in
the segmentation, the archetypal windows themselves
could be used in the segmentation process by acting as
prototypes.

Some additional points could also be studied.
As an alternative to AA, we could use archetypoid
analysis (ADA) (Vinué et al., 2015), where instead
of the archetypal representatives being built as a
mixture of observations, they are actual observations.
Simmilarly, instead of trimmed k-means, we could
use trimmed k-medoids (Ibáñez et al., 2012). On
the other hand, we have treated textural features as
multivariate features, since this is the most usual case
in this context and we have preferred to do this due
to comparison with other well-known techniques. We
have not exploited the fact that granulometries are
functions, and functional data analysis (Ramsay and
Silverman, 2005) techniques could be used; in fact,
functional archetypal analysis (Epifanio, 2016) could
have been used.
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For other applications, alternative textural features
could be considered, since the proposed methodology
does not depend on the selected textural features, but
rather on the fact that they are discriminant between
classes and the mixtures of textures are transferred to
the vector of characteristics.
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