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ABSTRACT

Example-based texture synthesis is a fundamental topic of many image analysis and computer vision
applications. Consequently, its representation is one of the most critical and challenging topics in computer
vision and pattern recognition, attracting much academic interest throughout the years. In this paper, a new
statistical method to synthesize textures is proposed. It consists in using two indexed random coefficients
autoregressive (2D-RCA) models to deal with this problem. These models have a good ability to well detect
neighborhood information. Simulations have demonstrated that the 2D-RCA models are very suitable to
represent textures. So, in this work, to generate textures from an example, each original image is splitted
into blocks which are modeled by the 2D-RCA. The proposed algorithm produces approximations of the
obtained blocks images from the original image using the generalized method of moments (GMM). Different
sizes of windows have been used. This study offers some important insights into the newly generated image.
Satisfying obtained results have been compared to those given by well-established methods. The proposed
algorithm outperforms the state-of-the-art approaches.

Keywords: exemplar based method, GMM, local approximated images, texture synthesis, 2D-RCA models.

INTRODUCTION

Over the last four decades, many texture
descriptions have been proposed in the field of digital
image processing (Haralick, 1979; Akl, 2016). From
a structural standpoint, texture derives from spatial
variations in the grey levels of pixels. It is related
to a wide range of natural phenomena that exhibits
repeating patterns with some randomness. Textures are
often classified according to their degree of regularity,
which ranges from regular to stochastic. However,
one of the most important features used to distinguish
various regions of an image is texture. Versatility of
textures applications has been shown clearly: Pattern
recognition, image classification, image segmentation
(Salmi et al., 2021), image enhancement, image
compression, fault detection (Sun et al., 2009),
medical imaging diagnosis (Duncan and Ayache,
2000), and analysis of material structure are examples
of generic (Da Costa et al., 2015) activities that can be
focused on the concept of texture.
Texture synthesis aims to infer a generating process
from an example texture, allowing the production of
an infinite number of new samples of that texture.
Human analysis is typically used to assess the
consistency of the synthesized texture. And, textures
are considered adequate if a human observer cannot
distinguish between the original and the synthesized

textures. However, this research is challenging due
to the lack of a standard description for the concept
of texture. The ability of parametric approaches to
analyze and generate structures is constrained, but
they do well with stationary and uniform textures.
By using patches that are large enough to capture the
local structures, nonparametric approaches can handle
small scale structures. In this paper, we are interested
in approaches based on a statistical or stochastic
characterization of suitable local neighborhood
properties for natural textures. The statistical methods
study investigates the relationships between a pixel
and its neighbors. They are particularly adapted to the
stochastic textures analysis. The statistical approaches
consist in correlation functions, frequency domain
analysis, edges operators, gray-level co-occurrence
matrix (GLCM) (Haralick et al., 1973), Gabor textural
features, autoregressive models and Markov processes
(Reis and Taşdemir, 2011).
In textural modeling, the texture is assumed to realize
a stochastic process. Therefore, parameters of these
models are considered to be the texture characteristics.
In autoregressive modeling, it is assumed that there is
an interaction between the grey level of each pixel in
the image and its neighbors.
Exemplar-based texture synthesis methods have led to
the development of numerous techniques for creating
textures that are visually identical to input texture
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samples (Wei et al., 2009). The ability of parametric
approaches to analyze and generate structures is
constrained, but they do well with stationary and
uniform textures. By using patches that are large
enough to capture local structures, nonparametric
approaches can handle small scale structures.
Recently several convolutional neural networks
(CNN)-based synthesis techniques have been proposed
and presented to produce state-of-the-art results (Wang
et al., 2021; Ulyanov et al., 2016). However, deep
learning has not achieved the same level of success
in texture representation as it has performed in other
tasks (Basu et al., 2018). Thus, it is a drawback of
deep learning given that texture is an inherent property
of objects. And it is a critical descriptor for many
computer vision applications.
Therefore, in the present study, we are interested in a
new method that has succeeded in great representing a
wide range of textures, namely the 2D-RCA models.
Indeed, authors in (Boulemnadjel et al., 2015), have
generated from several first-order 2D-RCA models
some synthetic textures and proved that they are quite
similar to appropriate natural textures.
Motivations of considering some textures as a
realization of a stationary 2D-RCA process of the
first order, three arguments justify this assertion:
Simulation tests have demonstrated that this model
is able to represent a wide range of textures. It should
be noticed that the 2D-RCA models contain a large
number of benefits.
It is characterized by areas clustering with strong gray-
scale variations, followed by areas with moderate or
weak changes.
The first order has been chosen because first-order
models are commonly used in practice. That is, to
represent the value of a specific site, only the pixel’s
immediate neighbors are considered.
The framework of the proposed method is shown in
Fig.1.

The paper is arranged as follows: Section 2
presents related works. Section 3 introduces briefly
the 2D-RCA models theory as well as the generalized
method of moments which has been used to estimate
the 2D-RCA parameters to produce the synthesis
texture. The proposed approach is described in section
4. Section 5 shows experimental results. Finally,
conclusion and future work are given in the last
section.

Fig. 1: Block diagram of the proposed method

RELATED WORKS

Over the last few decades, research on texture
synthesis has resulted in several techniques divided
into procedural, exemplar-based, model-based texture
synthesis methods, and deep learning models.

1. Parametric synthesis: Procedural texture
synthesis aims to create textures using mathematical
functions or algorithms with a fixed computational
cost. As a result, procedural methods are well-suited
tools for generating objects texture in simulated
worlds, such as video games (Musgrave et al., 1994).
These methods work by transforming a collection
of pre-defined signals into the desired texture. They
are typically used to create highly structured textures
(like pavement) or unstructured textures (like Worley
noise). Other noise functions, such as the Gabor noise,
have been suggested. (Lagae et al., 2009; Galerne
et al., 2010).

2. Model-based texture synthesis: These
techniques aim to create probabilistic models that
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can be used to both define and synthesize texture.
The model’s parameters should capture the texture’s
essential visual characteristics. In the literature, there
are various models such as (Chellappa and Kashyap,
1985; Clark et al., 1987; Cross and Jain, 1983). It
should be noticed that the models can be learned
from an example image, which means that some of
these approaches are quite similar to exemplar-based
synthesis algorithms. Some synthesis techniques can
fall into different classification categories. Synthesis,
for example, can be done from models using a
procedural method.

3. Exemplar-based texture synthesis: One or
more example textures are needed as inputs for these
methods. The majority of them create textures by
directly copying pixels or patches (sub-images) from
the input images. As a result, these methods include
creating a new texture as close to the texture models
(input) or exemplar as possible. They consist of three
leading families that can create various textures. (Qian
et al., 2018; Portilla and Simoncelli, 2000):

3.1. Parametric texture synthesis by analysis:
This group of methods is focused on a statistical
description of the input texture. First, a new texture is
created to impose a collection of statistical constraints
(textural signatures or parameters) on the output
texture based on the input image. To obtain the used
parameters in the synthesis process, characteristics of
the input sample are extracted. After that, the synthetic
texture is compared to the exemplar one to ensure that
the two textures are visually identical. These methods
create the texture pixel by pixel while preserving
the local texture’s coherence with its surroundings
(Tong et al., 2002; Hertzmann et al., 2001; Zelinka
and Garland, 2002). Most of them use Markov field
theory, which models the consistency of realizing a
local and stationary phase. Most of these approaches
combine practical search algorithms with a multi-
scale implementation capable of expressing the models
at different scales without dramatically raising the
computational load to ensure a fair computational cost.

3.2 Patch-based texture synthesis: Patch-based
synthesis has emerged as a computational complexity
improvement over pixel-based approaches, with a high
computational cost, particularly when reproducing
highly structured images. The general process entails
choosing the most similar patch in the exemplar
to the current neighborhood in the output texture.
Optimization techniques are used to reduce edge defect
artifacts. (Efros and Freeman, 2001). It is interesting to
note that the exemplar-based family encompasses most
synthesis techniques.

4. Texture synthesis using Deep learning
approaches: Recently several convolutional neural

networks (CNN)-based synthesis methods have been
proposed (Wang et al., 2021; Xie et al., 2018).
Gatys et al. (Gatys et al., 2015b) introduced another
kind of texture synthesis technique that depends on a
convolutional neural network. This approach consists
in producing new parameters. Authors in (Gatys
et al., 2015b) have combined features space of a
convolutional neural network with the principle of
spatial summary statistics on features responses. In this
way, acquired texture models parameterized spatially
invariant portrayals based on the various leveled
architecture of the convolutional neural network.
However, one drawback of these methods is the
challenge of effectiveness for large-scale regularity,
as shown in Fig.2.

Fig. 2: Texture synthesis using CNNs according to
(Gatys et al., 2015b). a: an exemplar texture. b:
synthesized result using the CNN model

In addition, another study of texture synthesizing
relies on the use of a generative adversarial neural
network (Xian et al., 2018). Authors proposed a
deep generative network that can synthesize multiple
textures’ outputs in a single network. Inspired by the
concept of up-convolutions, the network’s architecture
generates texture images from a noise vector and a
selection unit as inputs. The selection unit is a one-
hot vector with each bit representing a texture form
that gives users a control signal to move between
different textures to synthesize. Recently, in (Wang
et al., 2021) a novel texture model, called conditional
generative ConvNet (cgCNN) has been proposed by
combining deep texture statistics with the probabilistic
framework of generative ConvNet (gCNN) (Xie et al.,
2016). Given a texture, cgCNN uses deep statistics
of a trainable ConvNet to build an energy-based
conditional distribution, which is subsequently trained
via the maximum likelihood estimation (MLE). By
sampling from the learned conditional distribution,
new textures can be created. cgCNN learns the
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weights of the ConvNet for each input exemplar,
unlike prior texture models that relied on pre-trained
ConvNets. As a result, it has two major advantages:
1) It enables the creation of unified images. 2) It is
easy for the sampling method to escape from local
minimums. Thus it can synthesize textures with non-
local structures without using additional penalty terms.

PROPOSED METHOD

Example-based texture synthesis consists in the
most used and researched texture creation algorithms.
These approaches take a real-world image as an input.
And, they attempt to produce a new texture from it.
The objective of these methods is to generate a new
texture to be perceptually similar to the original one.
For more than two decades, example-based texture
synthesis stands as an active research topic. Up to now,
generating an Example-based texture is a challenge. In
this work, we present a new texture synthesis technique
based on the 2D-RCA models.
It is important to underline that the 2D-RCA
parameters have been used in (Boulemnadjel et al.,
2015) as discriminating characteristics in image
classification and in a small simulation proving their
ability to represent a texture. No real texture modeling
has been done to generate real texture images. In this
paper, we deal with this problem. Before presenting
the proposed method, we present an overview of the
construction of the 2D-RCA models.

Glossary

– Variables in bold are vectors in Z2.

– Underlined variables are vectors.

– For each vector x(t), X̂(N) is the empirical
moment.

– For each vector :
s = (s1,s2) and t = (t1, t2) , we write s ≪ t
if and only if

[
(s1 < t1) ∨(s1 = t1)∧ (s2 ≤ t2) .

]
– for a,b ∈ Z2 such that a=(a1,a2); b=(b1,b2); and

a ≪ b,

– S[a,b] is an indexed set defined by:
S[a,b] = {(l,m) ∈ Z2/a1 ≤ l ≤ b1,a2 ≤ m ≤ b2}
by arranging its terms by the lexicography order
≪.

1. Spatial RCA models and parameters
estimation

S.Kharfouchi (KHarfouchi, 2012) has introduced
the spatial non-linear model which generalizes the

standard random coefficients autoregressive models
(RCA) to two dimensions; 2D-RCA. It is generated by:

X(t) = ∑
s∈]0;P]

as(t)x(t− s)+ e(t), t ∈ Z2 (1)

Where as(t) = αs +β s(t)

For these models, we need the following
assumptions:

– e(t); t ∈ Z2 is an independent second-order
stationary sequence of random variables with mean
zero and variance σ 2.

– The αs;s ∈ S]0;P] are real constants.

– If β (t) = (βs(t);s ∈ S]0;P])′then(β (t), t ∈ Z2) is
an independent sequence of d × 1 random vectors
with mean zero and E(β β ’) = C.

– β (t) and e(t) are independent.

The proposed 2D-RCA models in (Boulemnadjel
et al., 2015) are defined on a regular network. They are
unilateral by construction; only most of the images we
process are acquired with irregular pixels. Fortunately,
with the increasing use of computer technology, in
at least some situations, data with irregularly spaced
pixels may be replaced by a regular grid using image
interpolation techniques and resampling programs. As
in practice, most spatial models are of the first order;
we will focus on the first-order 2D-RCA models given
by:

X(i, j) = αX(i, j−1)+βX(i−1, j)+ γX(i−1, j−1)
+a1(i, j)X(i, j−1)+a2(i, j)X(i−1, j)+

a3(i, j)X(i−1, j−1)+ ε(i, j)
(2)

Where ε(i, j),(i, j) ∈ Z2 is an independent and
identical distributed (i.i.d) sequence of random
variables with zero mean and a variance σ2.

α;β and γ are constants. {al(i, j);(i, j) ∈ Z2} are
independent sequences of random variables centered
with E[a2

l (i, j)] = η2
l and al(i, j) are independent of

{ε(i, j);(i, j) ∈ Z2} for all l = 1,2,3.

The second order stationarity condition is given
by: {

∆ > 0
1
2

(
α2 +β 2 +η2

1 +η2
2 +

√
∆

)
< 1

Where :

∆ =
(
α2 +β 2 +η2

1 +η2
2
)2

+4
(
γ2 +η2

3 +2αβγ
)
≥ 0

(3)
Under stationary conditions, the 2D-RCA model
estimation given by Equation (4) is achieved by the
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generalized method of moments (GMM) (Kelejian
and Prucha, 1999). Based on the observations (X(i,j),
1≤i≤n, 1≤j≤m), the GMM estimator of θ=(α , β , γ)
is given by:

θ̂ N×M =
(

α̂N , β̂N , γ̂N

)
=

(
N

∑
i=1

M

∑
j=1

[
x(i, j)x′(i, j)

])−1

×
N

∑
i=1

M

∑
j=1

x(i, j)X(i, j)

(4)
where:

x
¯
= (X(i, j−1);X(i−1, j);X(i−1, j−1)). (5)

The (2D-RCA) features are represented by the n×m
matrix θ̂N×M ( N ×M is the used images size).

2. Texture synthesis algorithm using 2D-RCA
modeling: The 2D-RCA models have two key
characteristics. For starters, simulation experiments
have shown that these models can represent a wide
range of textures. Second, to describe many texture
images, the 2D-RCA models do not require a large
number of parameters.

In this section, a new algorithm to synthesize
texture is presented. This algorithm produces an
approximation of the images by using the 2D-RCA
models. The algorithm is based on the fact that it
can represent any texture images using unilateral first-
order 2D-RCA processes.
The original image is divided into squared sub-images
of size k × k. The first-order 2D-RCA models are
fitted to each block. Then, for each local fitted model,
an approximated sub-image is formed by using the
general method of moments. For all sub-images from
each local fitted model, intensities on the boundaries
are presented by smoothing the edge between blocks.

Let:

X = X(m,n) 0 ≤ m ≤ M−1,0 ≤ n ≤ N −1
(6)

be the original image.
Consider the approximated image X̂of X, of the form:

X̂(i, j) = α̂X(i−1, j)+ β̂X(i, j−1)+ γ̂(1,1)X(i−1, j−1)
(7)

where α̂, β̂ and γ̂ are the GMM estimates of α,β and
γ method.
Let

4 ≤ k ≤ min(M,N)

Block size lower then (k × k=4 × 4) gives non

significant results.
For the sake of simplicity, we assume that images to be
processed are ordered so that the number of columns
minus one and the number of rows minus one are both
multiples of k -1; that is,

X = X(m′,n′) 0 ≤ m′ ≤ M′−1,0 ≤ n′ ≤ N′−1 (8)

where:

M′ =
[M−1

k−1

]
(k−1)+1,N′ =

[N−1
k−1

]
(k−1)+1.

For all ib = 1, . . . ,
[M−1

k−1

]
, and for all jb = 1, . . . ,

[N−1
k−1

]
,

we define the (k − 1)× (k − 1) block (ib, jb) of the

image X by:

BX (ib, jb) = Z(r,s) (9)

(k−1)(ib −1)+1 ≤ r ≤ (k−1)ib
(k−1)( jb −1)+1 ≤ s ≤ (k−1) jb

The method is resumed by the following algorithm and
Fig.3

Algorithm 1: Texture synthesis using 2D-RCA models
Input: Original image X, windows size (k∗k)

Output: the approximated image X̂

Step 1: Divide the original image into blocks
BX (ib, jb).

Step 2: Model each image block BX (ib, jb) with
the 2D-RCA models by the Eq.2 and the GMM
estimators (α̂, β̂ , γ̂) given by the Eq.5

Step 3: Let Ẑ be the approximated block BX (ib, jb)
by:

Ẑ(r,s) = α̂Z(r−1,s)+ β̂Z(r,s−1)+ γ̂(1,1)Z(r−1,s−1)
(10)

Step 4: Concatenate all the approximated sub-blocks
images Ẑ(r,s).

Step 5: Compute the approximated image X̄ of X
as:

X̂m,n = Ẑm,n + X̄

RESULTS AND DISCUSSION

In this section, extensive experimental results are
presented to assess the efficiency of the proposed
algorithm. The proposed method has been applied to
a large number of textures of three different databases
including, Broadatz database (Tuceryan and Jain,
1993), DTD (Cimpoi et al., 2014) and the CG-Textures
(Sendik and Cohen-Or, 2017).
DTD dataset : contains 5640 images. For each one
47 texture classes are available for the 120 image
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Fig. 3: Proposed method

Table 1: Image quality comparison using different windows size

Window size 8×8 16×16 32×32 64×64
SSim MSE PSNR SSim MSE PSNR SSim MSE PSNR SSim MSE PSNR

image1 0.993 4.543 21.71 0.995 9.421 24.121 0.998 4.639 26.712 0.995 15.765 26.712
image2 0.998 5.456 20.581 0.998 5.885 24.121 0.998 4.064 24.121 0.997 2.458 23.89
image3 0.996 1.423 22.141 0.997 1.4 22.818 0.997 0.825 23.79 0.997 4.45 20.08
image4 0.998 0.93 23.26 0.997 1.425 22.11 0.993 0.745 23.01 0.995 3.17 20.08
image5 0.996 2.5 22.81 0.991 1.5 22.18 0.992 0.489 23.224 0.997 4.067 20.78
image6 0.997 1.543 22.72 0.996 1.4320 23.11 0.999 0.065 23.82 0.992 1.459 21.34

categories. Image sizes range between 300× 300 and
640× 640. It is considered the most challenging data
set because it contains large images.
Broadatz textures: are the most used texture data set,
particularly in the fields of computer vision and signal
processing. Because they have been used so frequently
in previous texture analysis/synthesis papers, including
at least some of them in a texture synthesis study
is nearly unavoidable. It consists of 112 textures in
grayscale images of various texture types.
CG-texture databases: contain color images
texture growing from a collection of natural
textural pictures, labeled with a variety of human-
centered characteristics that are motivated by the
perceptual characteristics of textures. Computer vision
community has access to this information for research
needs.
The proposed method can synthesize textures with
high quality and stability. To evaluate the quality of
the reconstructed images by the proposed algorithm,
three image quality assessment metrics have been
used. Structural Similarity Index (SSIM) (Wang et al.,
2004), Peak signal-to-noise ratio (PSNR) (Zhang et al.,
2011) and Mean square error (Wang and Bovik, 2002)

have been used to quantify the similarity between the
original image and the reconstituted one. Best-quality
images will have a lower MSE, a high PSNR, and a
high SSIM. SSIM, PSNR and MSE are given by:

MSE =
1

MN

M

∑
n=0

N

∑
m=1

[ĝ(n,m)−g(n,m)]2 (11)

PSNR = 10log10
(

peakval 2)/MSE (12)

SSIM(x,y) =
(2µxµy +C1)(2σxσy +C2)(

µ2
x +µ2

y +C1
)(

σ2
x +σ2

y +C2
) (13)

where µx and µy are the local means, σx and σy are the
standard deviations and σxy is the cross-covariance for
images x and y sequentially.
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Fig. 4: Original Image (a), (b) generated image by 2D-
RCA models, (c) difference between the two images

The first step of the proposed algorithm consists
in finding the best window size to give the best
results. For this purpose, multiple tests using several
windows sizes; 8×8, 16×16, 32×32, and 64×64 pixels,
respectively have been conducted. Moreover, the effect
on the texture synthesis results is demonstrated. Thus,
different image textures from Broadatz database have
been tested. It is interesting to remark that using
windows size lower than 5 × 5 is inappropriate to
characterize a texture. Also fitting the 2D-RCA models
to the entire image consists of three parameters that are
not enough to model textures images.

Fig.4a represents the original images.
Reconstructed images by the proposed method are
given by Fig.4b using the window size 32×32. Fig.4c
shows the difference between the original and the
reconstituted images. For different images, it is
observed that the reconstructed images are visually
acceptable. Texture structures, boundaries and regions
are preserved as it is remarked in Fig.4c.

Table 2: SSIM, MSE and PSNR for Synthesized results
of DTD and brodatz databses.

image SSIM PSNR MSE
image 1 0.9995 27.001 0.0025
image 2 0.9997 26.001 0.0023
image 3 0.9998 27.125 0.0084
image 4 0.9994 23.03 0.0897
image 5 0.9993 19.4248 0.0119
image 6 0.9996 22.0443 0.0087
image 7 0.9990 17.25 0.0793
image 8 0.9991 20 0.1528
image 9 0.9990 15.56 0.0278
image 10 0.9996 21.2821 0.0074
image 11 0.9997 22.5054 0.0056
image12 0.9999 26.6825 0.0021
image 13 0.9998 24.8141 0.0033
image 14 0.9996 21.2436 0.0075
image 15 0.9998 22.89471 0.0717
image 16 0.9998 26.7121 0.0021
image 17 0.9996 21.6248 0.0069
image 18 0.9998 28.8630 0.0670
image 19 0.9995 20.0573 0.0993
image 20 0.9998 20.2697 0.0094

Table 1 represents the obtained values of SSIM,
MSE, and PSNR for different sizes of windows, 8×8,
16×16, 32×32, and 64×64. According to the given
results in table 1 and Fig.4, it is noticed that the
best results are shown for a window size of 32 ×
32. Bad results are inherent to the above mentioned
remark concerning the window size and the number of
parameters representing a texture. So:

– Some regions appear to be homogeneous on a
broad scale, implying that they are a realization
of a stationary random process, yet heterogeneous
on a small scale, implying that the region is non-
stationary.

– For small windows, gray levels in different regions
are often comparable.

Thus, for the following tests, we adopt a window
size of 32× 32. Various textures from different image
databases have been synthesized to give more value to
the proposed method. Fig.5 presents the synthesized
results of DTD and brodatz databases. Each panel
on the left is the original texture; on the right: the
synthesized result using the proposed method. In
this experiment, only the results of 20 textures are
presented.
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Fig. 5: Synthesized results of DTD and brodatz databases by the proposed method. In each panel, Left: original
texture, Right: synthesized result.

Table 3: Quality metrics comparison given by (Fig.6)

Window size Proposed method Portilla and Simoncelli’s Kaspar et al’s Gatys et al’s the deep correlation synthesized
SSim MSE PSNR SSim MSE PSNR SSim MSE PSNR SSim MSE PSNR SSim MSE PSNR

image1 0.9997 0.0047 23.2990 0.1652 9.2866e+03 9.2866e+03 0.1461 8.5796e+03 8.7961 0.1453 9.3568e+03 8.215 8.4195 0.1483 14.7218
image2 0.9996 0.0068 21.6777 0.1369 1.9630e+03 15.2016 0.1278 1.9195e+03 15.2988 0.0789 1.9321e+03 15.2706 0.0970 2.2149e+03 14.6773
image3 0.9994 0.0120 19.2006 0.1786 1.2643e+03 17.1122 0.1989 1.5741e+03 16.1605 0.0895 15.3198 15.21 0.1256 2.1224e+03 14.8626
image4 0.9995 0.0079 21.0428 0.1663 4.1138e+03 11.9884 0.1906 5.0343e+03 11.1114 0.1414 11.9925 0.149 0.5649 1.5204e+03 16.3113
image5 0.9997 0.0067 21.7500 0.2091 1.4312e+03 16.5739 0.2322 1.2710e+03 17.0893 0.2322 1.3937e+03 16.6890 0.1950 1.3416e+03 16.8546
image6 0.9997 0.0069 21.6189 0.1156 1.3393e+03 16.8621 0.1045 1.3393e+03 16.6162 0.1070 1.4173e+03 17.1091 0.2015 1.2242e+03 17.2523
image7 0.9998 0.0027 25.7590 0.1369 1.9630e+03 15.2016 0.1278 1.9195e+03 15.2988 0.2103 15.2706 0.0970 0.2214 0.2562 14.6773
image8 0.9996 0.0084 20.7420 0.0832 1.5484e+03 16.2321 0.0769 1.7870e+03 15.6096 0.0654 1.9013e+03 15.3402 0.0791 1.7552e+03 15.6875
image9 0.9994 0.0163 17.8895 0.0723 1.9301e+03 15.2751 0.0505 2.2445e+03 14.6196 0.0439 2.0796e+03 14.9510 0.0301 2.2230e+03 14.6613

The efficiency of the proposed approach has been
compared to those of well-established methods dealing
with this problem in the literature. They consist in:
Portilla and Simoncelli(Portilla and Simoncelli, 2000),
Gatys et al (Kaspar et al., 2015; Gatys et al., 2015a),
Deep Correlations for Texture synthesis (Sendik and
Cohen-Or, 2017), c-cgCNN-Gram and c-cgCNN-
Mean(Wang et al., 2021), gCNN (Xie et al., 2016),
CoopNet (Xie et al., 2018) and the Self tuning texture
optimization method (Kaspar et al., 2015). Figures
from Fig.6.a to Fig.6.e and Fig.7.a to Fig.7.e represent
respectively original images, Portilla and Simoncelli
(Portilla and Simoncelli, 2000), Gatys (Gatys et al.,
2015a), kaspar(Kaspar et al., 2015), Deep Correlations
for Texture synthesis (Sendik and Cohen-Or, 2017)
and the proposed results. In these experiments, test
images have been taken from the CG-Textures and the
Brodatz databases. All the used algorithms have been
run using their default parameters as provided in their
papers. The worst results have been given by Gatys
algorithm (Gatys et al., 2015a), followed in quality by
kaspar(Kaspar et al., 2015), Deep Correlations (Sendik
and Cohen-Or, 2017) and the proposed results.

Table 2 shows the obtained values for SSIM, MSE,
and PSNR. Carried tests have proven that the proposed
texture synthesis method is adequate to represent a
diversity of textures classes as it is asserted by results

of Fig.5 and Table 2. For some synthesized textures
of Fig.5, PSNR values are low. However, semantic
textures are preserved. They are only less clear than
the original ones. For example for images 9, 7, and 5
of Fig.5, PSNR values are respectively 15.36, 17.25,
and 19.42.

Our method generates as faithfully possible all
textures, whether deterministic or random. Based on
previous results, we can observe that the previous
methods have been unsatisfactory for structures
preservation. Table 3 justifies this assessment. For
the four methods, Table 3 shows the obtained SSIM,
MSE, and PSNR. For all tested images, the proposed
method achieves the highest SSIM in [0.9994; 0.9998],
the lowest MSE in [0.0027; 01368] and the highest
PSNR in [17.8895; 25,7590], while compared methods
metrics are very bad, especially regarding the MSE
and SSIM values. Qualitative comparison with recent
deep learning-based methods has been conducted.
The obtained results are compared to the c-cgCNN-
Gram(Wang et al., 2021), c-cgCNN-Mean, gCNN (Xie
et al., 2016), CoopNet (Xie et al., 2018), and the
Self-tuning texture optimization method (Kaspar et al.,
2015).
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Fig. 6: Rows 1-9 represent original and obtained images by different algorithms. Columns a-f show respectively
original images, Portilla and Simoncelli, Gatys, kaspar, Deep Correlations for Texture synthesis and the proposed
method to synthesize deterministic textures.

Figures from Fig. 8.a to Fig. 8.g represent
respectively original images, c-cgCNN-Gram (Wang
et al., 2021) c-cgCNN-Mean, gCNN (Xie et al.,
2016), CoopNet (Xie et al., 2018), Self-tuning method
(Kaspar et al., 2015) and the proposed algorithm.

Obtained results of gCNN (Xie et al., 2016), CoopNet
(Xie et al., 2018), and the Self-tuning are the worst,
especially on random textures. Self-tuning operates
better than the gCNN (Xie et al., 2016), CoopNet
on the determinist ones. Both of c-cgCNN-Gram and
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Fig. 7: Rows 1-9 represent original and obtained images by different algorithms. Columns a-f show respectively
original images, Portilla and Simoncelli, Gatys, kaspar, Deep Correlations for Texture synthesis and the proposed
method result

c-cgCNN-Mean produce better samples than other
baseline methods. However, the produced textures are
not identical to the exemplar one, unlike the proposed
method, which produces textures are visually similar
to the exemplar ones. And, they can also reproduce
small-scale details, even for highly structured textures.
We can notice that the proposed method adapts to all
different deterministic and random textures compared
to best methods in the literature.

It is also important to state that the proposed method’s
outcomes are generally comparable. We evaluate
multi-scale structural similarity (SSIM) between the
synthesized texture and the example. A high score
indicates a high degree of visual similarity. Table
4 summarizes the quantitative results. The proposed
method outperforms existing baseline methods in the
majority of cases, according to the given results.
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Fig. 8: Rows 1-5 represent original and obtained images by different algorithms. Columns a-g depict respectively
original images, c-cgCNN-Gram, c-cgCNN-Mean, gCNN, CoopNet, Self-tuning method and the proposed
algorithm.

Table 4: Texture synthesis result shown in FIG. 8 using
SSIM.

Methods image 1 image 2 image 3 image 4 image 5
gCNN Xie et al. (2016) 0.05 0.05 0.11 0.11 0.35

self-tuning Kaspar et al. (2015) 0.03 0.17 0.07 0.01 0.42
CoopNet Xie et al. (2018) 0.05 0.09 0.20 0.08 0.32

c-cgCNN-Gram Wang et al. (2021) 0.10 0.09 0.31 0.36 0.43
c-cgCNN-Mean Wang et al. (2021) 0.14 0.10 0.10 0.00 0.46

proposed methods 0.9099 0.927 0.9014 0.9246 0.90251

Table 5: SSIM,MSE for synthesized results of Fig.9

image SSIM MSE
image 1 0.9995 0.0025
image 2 0.9997 0.0023

As part of Heritage Conservation-Restoration, we
tested the proposed algorithm on images representing
remains from the Roman period. Fig.9.a is a
Roman aqueduct and Fig.9.b is a statue of Emperor
Constantin, founder of the city of Constantine in
Algeria. The reconstructed images present very well
quality and they are similar to the original ones. It is
justified by the values of MSE and SSIM given in table
5.

Fig. 9: Texture synthesis results using the proposed
method

CONCLUSION

In this paper, a new algorithm to reproduce
and represent exemplar textures based on the 2D-
RCA models has been proposed. Furthermore,
approximating an image by 2D-RCA processes using
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blocks has been suggested. Based on the obtained
results quality, both of deterministic and random
texture can be modeled by these parameters. As an
advantage of this method only few parameters are
needed. To evaluate the performance of the proposed
algorithm, results have been compared to those given
by other approaches, and the proposed algorithm’s
efficiency has been proved. Our approach is not
complex regarding compared methods. We can notice
that it adapts to all different classes of textures,
unlike the other processes in state of the art deserving
only certain types. Future work will consist in
improving the optimisation process and implementing
the proposed approach in anomaly detection context.
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