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ABSTRACT 

This study addresses fundamental challenges in historic district planning and design, specifically incorpo-

rating the emotional value of streetscape images into the design process. A deep learning-based sentiment 

analysis system was developed, utilising a convolution neural network (CNN) and transformer models to 

assess emotional tendencies and temporal states within images. The system employs a multi-view feature 

extraction framework, integrating VGG, ResNet CNNs, and the Swin Transformer model, resulting in a 

novel feature matrix. The attention mechanism and transfer learning strategy significantly enhance model 

accuracy in label recognition and classification. The primary contribution of this study is developing a novel 

multimodal fusion model, which markedly improves sentiment recognition accuracy and practical applica-

bility. The application of this system to the Jiangnan Historic District underscores the enhanced appeal 

through the integration of emotional value. By identifying emotional tendencies in streetscape images, de-

signers can make better-informed decisions that foster positive experiences. This research innovatively ap-

plies sentiment analysis to historic district design, highlighting the potential of the system to guide cultur-

ally sensitive and engaging urban planning. Our analysis of images from 12 Jiangnan historic districts 

demonstrated the efficiency of the system in aligning images with existing imaging libraries, offering val-

uable references and feedback. The results underscore the practical potential of deep learning in visual 

sentiment analysis and emphasize the significance of emotional value in enhancing experiences in historic 

districts. This study provides new insights and methodological support for planning and designing such 

areas. 

Keywords: Convolutional Neural Network (CNN); Evaluation System; Historic Districts; Sentiment 

Analysis; Transformer Model.

INTRODUCTION  

Over time, historic districts have increasingly as-

sumed multifaceted roles in urban development. These 

districts, as custodians of urban culture, preserve rich 

historical narratives and significantly influence the emo-

tional experiences of residents and visitors.  

Consequently, the strategies employed in their de-

sign and preservation are pivotal for safeguarding the 

historical heritage and cultural dynamism of a city. 

PROBLEM ANALYSIS OF THE CUR-
RENT SITUATION OF HISTORIC DISTRICTS 

The rejuvenation of historic districts in Jiangnan has 

spanned over four decades, beginning with the regener-

ation of Tunxi Old Street in 1983. Although this process 

has led to some physical environmental improvement, 

the prevailing urban regeneration model has introduced 

numerous issues.  

DAMAGE TO SPATIAL TEXTURE 

Driven by traditional urban renewal thinking, 

Jiangnan historic districts have adopted measures such 

as restoring old buildings, widening streets, opening 

blocked alleys, and improving public facilities. Conse-

quently, these transformations extend beyond restora-

tion, incorporating diverse new building materials and 

distinctive decorative elements, evolving into 'historic 

streets' that blend nostalgic charm with modern aesthet-

ics. This synthesis caters to the refined tastes and con-

sumption preferences of the upper class, reflecting a fu-

sion of heritage preservation and contemporary luxury 

(Sanchez, 2023). While these new buildings satisfy 
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aesthetic tastes, they have marred the traditional look of 

these historic districts. Historic districts are envisioned 

as multifunctional spaces imbued with vibrancy, harmo-

nising residents’ living, production, interaction, and lei-

sure activities. Nevertheless, as urbanisation accelerates, 

urban land resources have grown increasingly scarce 

(Giglio et al., 2019), leading to a rapid widening of gaps 

in land rents, drastically affecting their original commu-

nity functions and patterns of interpersonal interactions 

(Zhao et al., 2018). 

PURPOSE OF THE STUDY 

This study aims to develop a sophisticated image 

sentiment analysis system using deep learning tech-

niques to balance historic district preservation with 

modern urban development. By leveraging a hybrid 

model of CNNs and transformers, it seeks to enhance 

urban planners' and designers' understanding of public 

emotional responses, fostering empathy and cultural 

sensitivity in their design choices. This approach pro-

vides robust data support for preservation and renewal 

initiatives, offering real-time feedback and facilitating 

informed, historically sensitive urban regeneration strat-

egies.  

To balance historic preservation with urban devel-

opment, this study uses both quantitative and qualitative 

measures to evaluate key structural variables: architec-

tural integrity, streetscape cohesion, and pedestrian den-

sity. Quantitative scoring assesses the alignment of each 

variable with traditional or modern design requirements. 

Complementary qualitative insights from surveys cap-

ture local residents’ and visitors’ emotional responses to 

specific district changes. These approaches collectively 

provide a structured framework to determine the effi-

cacy of design interventions in balancing cultural herit-

age with contemporary utility. 

Building on this framework, the study utilises a 

deep learning model to categorise streetscape visual el-

ements as positive or negative, measuring both senti-

ment intensity and diversity. By associating these emo-

tional responses with specific design features—such as 

architectural details or vegetation—the model identifies 

elements that elicit favourable reactions. These insights 

are then translated into actionable design recommenda-

tions, enabling planners to refine historic district designs 

to better align with public sentiment, thereby enhancing 

engagement and positive emotional responses. 

LITERATURE REVIEW 

Sentiment analysis techniques traditionally applied 

to text have expanded to image and video analyses to 

explore cross-modal sentiment recognition. Research 

using similarity techniques for sentiment detection has 

shown promising results in recognising and analysing 

emotions in digital texts (Mozafari and Tahayori, 2019, 

Pratibha et al., 2022). The application of CNN-Bi-

LSTM models incorporating attention mechanisms in 

electroencephalogram (EEG)-based emotion recogni-

tion has validated these methods’ maturity and efficacy 

(Huang et al., 2023). In image sentiment analysis, nu-

merous studies have utilised target detection algorithms 

to identify salient regions within images. Sentiment 

analysis is then conducted on both the salient target and 

original image separately using VGGNet, enhancing 

prediction accuracy through result fusion (Roshan et al., 

2024, Wu et al., 2020). An RGBT (visible light and in-

frared) object tracking method based on multimodal hi-

erarchical relationship modelling integrates multiple 

Transformer encoders and includes a dynamic compo-

nent feature fusion module, significantly enhancing 

multimodal image feature aggregation and recognition 

accuracy, enabling dynamic importance assessment and 

contextual adaptation of each modality (Yao et al., 

2024). A deep learning ensemble model for eye disease 

detection combines multi-layer CNN architectures such 

as VGG16, DenseNet201, and ResNet50, showing supe-

rior performance in medical image classification tasks 

(Jeny et al., 2023). 

Experimental findings indicate that this fusion-

based training approach outperforms traditional meth-

ods. Some studies have integrated visual self-attention 

mechanisms into CNN emotion classification frame-

works, utilising salient targets in images as prior 

knowledge to optimise the visual attention learning area 

and address the limitations of self-attention mechanism 

in capturing emotional features (Song et al., 2018, 

Thilagavathy et al., 2023). Further innovations include 

an image sentiment analysis strategy that merges overall 

and local region embeddings for object localisation, em-

ploying deep neural networks to capture the sentiment 

attributes of localised regions, followed by classifiers for 

sentiment prediction (Cai et al., 2019, Gupta et al., 

2023). Advances in CNNs enhanced with feature pyra-

mids have facilitated multi-scale salient target emotion 

feature extraction by integrating saliency targets, facial 

recognition, and overall image analysis (Miao et al., 

2021). Sentiment information in images, often repre-

sented as high-level visual feature abstractions, is more 

readily interpreted through the subjects or attributes 

within the images (Xu et al., 2014). Consequently, 

CNNs have transitioned from image subject recognition 

to sentiment analysis, enhancing their adaptability and 

accuracy in contexts rich with emotional and semantic 

content (Acheampong et al., 2020, Zhang et al., 2017).  
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Sentiment analysis of multimodal data utilises the 

integration of information from various modalities 

through associative and complementary methods to en-

hance sentiment classification (Chalasani et al., 2020, 

Mahima et al., 2021). Current fusion techniques for mul-

timodal data are categorised into three types (Baltrušai-

tis et al., 2018): feature-level (Poria et al., 2016, Tao et 

al., 2020), decision-level (Cao et al., 2016, Yuqing et 

al., 2019), and hybrid (Huang et al., 2019, Truong and 

Lauw, 2019, Zhao et al., 2019). Feature-level fusion 

combines features from different modalities early in the 

processing stage, decision-level fusion aggregates out-

comes at the output stage, and hybrid fusion merges both 

to maximise information utilisation, with deep multi-

modal attention fusion frameworks exploring associa-

tions between images and text. For instance, the Deep 

Multimodal Attention Fusion (DMAF) framework 

(Huang et al., 2019, Kumar et al., 2021, You et al., 

2016b) has surpassed the Cross-modal Consistency Re-

gression (CCR) model across several datasets. The CCR 

model enhanced with visual attention (CCR-V) (You et 

al., 2017), the tree-structured Long Short-term Memory 

(LSTM) with visual attention (T-LSTM-E) (You et al., 

2016a), and the Tensor Fusion Network (TFN) model 

(Zadeh et al., 2017) exemplify cutting-edge advance-

ments in graphic fusion research. In computer vision, 

although CNNs remain dominant, there is increasing in-

terest in integrating CNNs with self-attention mecha-

nisms to develop novel model architectures. For in-

stance, a standard transformer applied to image pro-

cessing has attained moderate accuracy on medium-

sized datasets compared to the traditional ResNet archi-

tecture. However, on larger datasets, the Vision Trans-

former (ViT) model (Dosovitskiy et al., 2020) has 

achieved superior performance, equalling or surpassing 

state-of-the-art result in several image recognition 

benchmarks. These advancements underscore the signif-

icant potential of multimodal data fusion and deep learn-

ing techniques to drive further progress in sentiment 

analysis. 

Song et al., (2022) introduced a Multi-scale Fusion 

Network (CTMFNet), which integrates CNN and trans-

former mechanisms to enhance the semantic segmenta-

tion of remotely sensed urban scenes. This network lev-

erages local and global contextual information through 

a multilayer densely connected network decoder, 

demonstrating superior accuracy over existing methods 

in practical scenarios. Notably, deep learning tech-

niques, particularly CNNs and their integration with 

transformer models, have driven significant advance-

ments in image classification, segmentation, and recog-

nition (Espinoza et al., 2023, Jayaswal et al., 2024). A 

comprehensive review has highlighted these 

developments and the persisting challenges in the field, 

indicating a critical need for innovative deep models and 

computational systems to interpret image content more 

efficiently (Jiao and Zhao, 2019). In design evaluation, 

image classification is employed to assess compliance 

and aesthetic quality (Nasution et al., 2023). Research 

into the aesthetic attributes of images across mixed 

multi-attribute datasets has advanced methodologies for 

assessing aesthetic quality (Bhushanam, 2023, Jin et al., 

2023, Jin et al., 2019). Recent studies examining visual 

assessments of historic districts have evolved from tra-

ditional analyses of architectural styles and spatial lay-

outs to modern approaches incorporating public partici-

pation and social dynamics (Middel et al., 2019). By an-

alysing visitor photography and perceptions, this re-

search underscores the importance of preserving the au-

thenticity and visual integrity of these areas (Naoi et al., 

2011). 

This literature review highlights notable achieve-

ments in the utilisation of deep learning for image pro-

cessing, advancements in sentiment analysis techniques, 

and real-world applications of image classification in 

design assessment.  

These studies have enriched our understanding of 

visual assessment methodologies and exemplified the 

capabilities of deep learning models. Additionally, they 

demonstrate the extensive potential of sentiment analy-

sis techniques in enhancing image analysis.  

The current literature on sentiment analysis exhibits 

several limitations: it predominantly focuses on text-

based methods, with limited incorporation of image-

based analysis, thereby restricting comprehensive emo-

tional representation across multimodal scenes. Studies 

investigating image learning in various historic district 

settings are also scarce, reducing the diversity of visual 

data utilised for model training and impacting adaptabil-

ity. Traditional CNNs often struggle to manage complex 

visual contexts, and many models focus on localised fea-

tures rather than adopting a holistic, integrated ap-

proach, thereby diminishing sentiment recognition accu-

racy. While sentiment analysis shows potential in de-

sign, practical applications in historic district contexts 

remain rare, leading to limited real-world validation. 

Furthermore, models trained on small, homogeneous da-

tasets frequently fail to generalise across diverse historic 

settings, and temporal or spatial factors—such as time 

of day or seasonal variations—are often overlooked, re-

stricting broader applicability. Future research should 

prioritise integrating multimodal data, diversifying vis-

ual data sources, enhancing model adaptability, and val-

idating applications across diverse design contexts to 

better support sentiment analysis in historic districts. 
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MATERIALS AND METHODS 

In this study, data were collected through field photog-

raphy and Web access, resulting in a comprehensive da-

taset of 3,295 images related to historic districts (Shi et al., 

2023). Additionally, subjective evaluations of various 

street photographs from 12 historic districts (Table 1), en-

capsulating both positive and negative emotions, were con-

ducted through interviews with 426 tourists. Each image in 

the dataset was meticulously labelled to facilitate detailed 

analysis.  

Table 1: Summary of the results of information on 12 popular historic districts in Jiangnan. Street-level images of these 

districts were acquired for the field survey. 
Serial 

num. 

Block (be-

tween streets) 

Spatial texture District atmosphere 

1 Huangshan 

Tunxi Old 

Street 

The fishbone pattern is complete, fea-

turing numerous Huizhou-style build-

ings with high interface similarity, 

high spatial integration, and smooth, 

accessible streets and lanes. 

The branch alleys feature many original residents, old shops, 

teahouses, and daily amenities such as vegetable markets and 

hardware shops, which contribute to a strong sense of local 

life. Conversely, the main street is dominated by tourists, ho-

tels, commercial establishments, creating a distinctly com-

mercial environment. 

2 Suzhou 

Pingjiang Road 

Districts 

The checkerboard pattern is complete, 

featuring numerous Jiangnan build-

ings with high interface similarity, 

high spatial integration, and smooth, 

accessible streets and lanes. 

The branch alleys are characterised by numerous original res-

idents, old shops, teahouses, and daily amenities such as veg-

etable markets, hardware shops, and night markets, creating a 

strong sense of local life. In contrast, the main street is fre-

quented by many tourists and features an abundance of cafes, 

hotels, and shops, fostering a distinctly commercial environ-

ment. 

3 Suzhou Shan-

tang Old Street 

The one-river-and-two-streets pattern 

is complete, featuring numerous 

Jiangnan buildings with high interface 

similarity, high spatial integration, and 

smooth, accessible streets and lanes. 

The branch alleys host numerous original residents, old 

shops, teahouses, and daily amenities such as vegetable mar-

kets, hardware shops, and night markets, creating a strong 

sense of local life. Conversely, the main street is frequented 

by tourists and features an abundance of cafes, hotels, and 

shops, creating a distinctly commercial environment. 

4 Shaoxing 

Houttuyniau 

Historic Quar-

ter 

The grid pattern is complete, featuring 

numerous Huizhou-style buildings 

with high interface similarity, high 

spatial integration, and smooth, acces-

sible streets and lanes. 

The branch alleys feature numerous original residents, old 

shops, teahouses, and daily amenities such as vegetable mar-

kets, hardware shops, and night markets, contributing to a 

strong sense of local life. In contrast, there are few tourists, 

cafes, hotels, and shops, resulting in a weak commercial at-

mosphere. 

5 Lanxi Tianfu 

Mountain Dis-

tricts 

The grid pattern is complete, featuring 

numerous Huizhou-style buildings 

with high interface similarity, high 

spatial integration, and smooth, acces-

sible streets and lanes. 

The branch alleys are characterised by numerous original res-

idents, old shops, teahouses, and daily amenities such as veg-

etable markets, hardware shops, and night markets, creating a 

strong sense of local life. Conversely, there are few tourists, 

cafes, hotels, and shops, resulting in a weak commercial at-

mosphere. 

6 Hangzhou Nan 

Song Royal 

Street 

The fishbone pattern is complete, inte-

grating Jiangnan and Chinese–West-

ern architecture, characterised by high 

spatial integration, unobstructed 

streets and lanes with good accessibil-

ity. 

The branch alleys host numerous original residents, old 

shops, teahouses, and daily amenities such as vegetable mar-

kets, hardware shops, and night markets, fostering a strong 

sense of local life. The area attracts numerous tourists and is 

populated with cafes, express hotels, speciality lodgings, and 

shops, reflecting a strong commercial presence. 

7 Shanghai Tian-

zifang 

The field pattern is complete, featur-

ing numerous Shikumen buildings, 

high interface similarity, high spatial 

integration, and unobstructed streets 

and lanes with good accessibility. 

The district exhibit sparse original residents, few old shops, a 

lack of daily amenities such as vegetable markets, hardware 

shops, and night markets. This contributes to a weak sense of 

local life. In contrast, there are more tourists, cafes, hotels, 

and shops, creating a strong commercial atmosphere. 

8 Shanghai Xinti-

andi (shopping, 

eating, and en-

tertainment dis-

trict of Shang-

hai) 

The grid pattern is complete, featuring 

numerous Shikumen buildings, high 

interface similarity, high spatial inte-

gration, and smooth, accessible streets 

and lanes. 

The area has few original residents, fewer old shops, and 

lacks daily amenities such as vegetable markets, hardware 

shops and night markets, leading to a weak sense of local life. 

Conversely, it attracts numerous tourists and features many 

cafes, hotels, and shops, resulting in a strong commercial at-

mosphere. 

9 Hangzhou Qi-

aoxi Districts 

The river–street–alley pattern is com-

plete, incorporating numerous 

Jiangnan buildings, high interface 

similarity, high spatial integration, and 

smooth, accessible streets and lanes. 

The branch alleys host numerous original residents, old 

shops, teahouses, and daily amenities such as vegetable mar-

kets, hardware shops, and night markets, fostering a strong 

sense of local life. Additionally, there are many tourists, ho-

tels, and shops, contributing to a strong commercial atmos-

phere. 
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10 Hangzhou 

Wuhe Historic 

District 

The street–river–street pattern is com-

plete, featuring numerous Huizhou-

style buildings, high interface similar-

ity, high spatial integration, and 

smooth, accessible streets and lanes. 

The area hosts numerous original residents, old shops, tea-

houses, and daily amenities such as vegetable markets, hard-

ware shops, and night markets, fostering a strong sense of lo-

cal life. Conversely, the presence of few tourists, few cafes, 

hotels, and shops, contributes to a weak commercial atmos-

phere. 

11 Shaoxing 

Cangqiao Zhi-

jie 

Fishbone layout is well-defined, fea-

turing numerous Huizhou-style build-

ings, high interface similarity, high 

spatial integration, and smooth, acces-

sible streets and lanes. 

The area hosts numerous original residents, old shops, tea-

houses, and daily amenities such as vegetable markets, hard-

ware shops, and night markets, fostering a strong sense of lo-

cal life. In contrast, there are few tourists, cafes, hotels, and 

shops, resulting in a weak commercial atmosphere. 

12 Huangshan Li-

yang Old Street 

The area features numerous Huizhou-

style buildings with high interface 

similarity, high spatial integration, and 

smooth, accessible streets and lanes. 

There are few original residents, a lack of daily habitats, such 

as old shops, vegetable markets, hardware shops, and night 

markets, and a weak sense of life. There are many tourists, 

cafes, hotels, and shops, and a strong commercial atmosphere. 

 

STUDY AREA 

The Jiangnan region generally encompasses areas 

south of the Yangtze River, primarily southern Jiangsu, 

northern Zhejiang, and southern Anhui in eastern China. 

Known for its warm and humid climate, extensive net-

work of waterways, and fertile land, Jiangnan is re-

nowned as the "Land of Fish and Rice." The historical 

districts in Jiangnan cities are intricately integrated with 

the natural environment, featuring interconnected water-

ways and lush greenery that exemplify the distinctive 

charm of water towns in the region. These districts pre-

serve rich historical and cultural information, document-

ing the development and transformation of Jiangnan, 

and actively protect the ecological environment and 

maintain urban ecological balance. Characterised by ex-

quisite architectural art and traditional garden land-

scapes, Jiangnan’s historical urban districts exhibit high 

aesthetic value and have become significant tourist at-

tractions, drawing numerous domestic and international 

visitors. 

In the geographic map, the primary historical dis-

tricts are marked with red dots using GIS tools (Fig. 1), 

predominantly concentrated in the core area of the 

Yangtze River Delta. This distribution underscores the 

unique integration of human and natural landscapes in 

the Jiangnan region. 

EXPERIMENTAL SETUP 

Experiments utilised high-performance computing 

resources, primarily Google Colab, for efficient model 

training and evaluation. Essential Python packages were 

imported and the dataset was divided into training, vali-

dation, and testing subsets. PyTorch DataLoader man-

aged batch processing and data shuffling. The setup pri-

oritised GPUs using CUDA technology, defaulting to 

CPUs if GPUs were unavailable, ensuring optimal re-

source utilisation. All models were trained and tested in 

a standardised environment with carefully selected 

hyperparameters. The dataset was segmented into train-

ing and testing portions for performance evaluation 

(Garcea et al., 2023, Xia et al., 2017).  

 

 

Fig. 1. Distribution of major historical districts in the 

Jiangnan Region. 

Street photographs from 12 typical historic districts 

were selected and pre-processed through resizing and 

normalisation to ensure high-quality data input into the 

model. The dataset was split into training (80%) and 

testing (20%) sets to optimise model training and test 

evaluation precision. 

SENTIMENT CLASSIFICATION DATASET 

Participants in the evaluation classified each photo-

graph as either ‘positive’ or ‘negative’ based on their 

emotional reactions. To meet the input specifications of 

the model, all collected street photographs underwent in-

itial pre-processing, including cropping and standardisa-

tion of dimensions. Each photograph was then assigned 

a sentiment label derived from a consensus of tourist 

evaluations. For label accuracy and consistency, a 
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photograph was included in the final dataset only if it 

achieved > 75% agreement in tourist ratings. 

SYSTEM FRAMEWORK MODELLING INNO-

VATION INTEGRATION 

The advanced image emotion learning and predic-

tion system developed in this study employs a hybrid 

model architecture incorporating classical CNNs and a 

sophisticated transformer model (Khan et al., 2019, 

Zunair and Hamza, 2020). This integrated deep learning 

model, named ‘Big Model’, aims to improve the accu-

racy of emotion classification for images of historic dis-

tricts by extracting and amalgamating multiple visual 

features. As illustrated in Fig. 2, the model synergisti-

cally combines three state-of-the-art deep-learning ar-

chitectures: VGG13, ResNet18, and Swin Transformer. 

Each architecture offers distinct advantages: VGG13 ex-

cels in capturing texture details, ResNet18 in discerning 

global structural information, and the Swin Transformer 

in identifying dynamic relationships (Tu et al., 2022). 

Each base model independently extracts features from 

the input images, capturing diverse information from 

various viewpoints and scales. These extracted features 

are then merged through a transformer encoder layer 

(Shang et al., 2023), optimising their complementary 

strengths. Finally, the integrated feature vectors are pro-

cessed using a fully connected layer to classify and out-

put the emotion category of the image. The training pro-

cess for the fusion model was structured into three se-

quential steps: pre-processing, model fine-tuning, and 

end-to-end training (Zhang et al., 2024). 

 

Fig. 2. The framework of Big Model structure. 

IMAGE PREDICTION MODEL  

The image prediction model (Fig. 3) utilises cosine 

similarity to assess the resemblance between a specific 

query vector and a set of target vectors, aiming to iden-

tify the top k vectors that most closely match the query 

vector (Sejal et al., 2016). The process begins by calcu-

lating similarity scores between the query vector and 

each vector in the target set using a cosine similarity 

function:  

similarity = cos(θ) =
A ∙ B

||A||||B||

=
∑ Ai × Bi
n
i=1

√∑ (Ai)
2n

i=1 × √∑ (Bi)
2n

i=1

 

These scores are sorted to identify the k vectors ex-

hibiting the highest similarity. The model selects the k 

indices with the highest similarity scores and their cor-

responding values, efficiently identifying the vector 

most resembling the query vector. This method benefits 

applications such as recommender systems, image 

recognition, and other scenarios requiring rapid identifi-

cation of similar items (Islam et al., 2024, Liu et al., 

2022). Upon training completion, the trained ‘Model 

Big’ was employed to predict the sentiment of images 

from historic districts. Following pre-processing, the 

image was input into the model, which classified the 

emotional category and output the corresponding pre-

diction probability. The model determines whether an 

image is likely to portray a positive or negative emotion 

based on prediction probability.  

 

Fig. 3. The framework of image prediction model. 

 

RESULTS 

PERFORMANCE COMPARISON OF 
DEEP LEARNING MODELS 

We conducted tests on 1,480 graphs, producing 

classification report detailed in Tables 2 to 5. We evalu-

ated the performance of three deep learning models—

CNN, ResNet, and Swin Transformer—and their com-

bined fusion model on a classification task with 1,480 
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images. The Swin Transformer and fusion models ex-

hibited high accuracy and robust performance, outper-

forming the CNN and ResNet models. The CNN model 

achieved 88.9% accuracy, with precision and recall var-

ying by category. The ResNet model attained 84.4% ac-

curacy, with high precision but varied recall. The Swin 

Transformer excelled with 97.8% accuracy, demonstrat-

ing high precision and recall across both categories. The 

fusion model achieved 97.8% accuracy, equal to the 

Swin Transformer, highlighting the benefits of a multi-

model fusion strategy for complex classification tasks 

requiring high accuracy and reliability. This combina-

tion effectively captured the complex visual features of 

the Jiangnan Historic District for accurate sentiment 

analysis. 

Table 2. CNN model classification report: 

 preci-

sion 

recall f1-score sup-

port 

0 0.842 0.889 0.865 592 

1 0.923 0.889 0.906 888 

accuracy   0.889 1480 

macro avg 0.883 0.889 0.885 1480 

weighted 

avg 

0.891 0.889 0.889 1480 

 

Table 3. ResNet classification report: 

 preci-

sion 

recall f1-score sup-

port 

0 0.720 1.000 0.837 592 

1 0.923 0.889 0.851 888 

accuracy   0.844 1480 

macro avg 0.860 0.870 0.844 1480 

weighted 

avg 

0.888 0.844 0.846 1480 

 

Table 4. Swin Transformer classification report. 

 preci-

sion 

recall f1-score sup-

port 

0 0.947 1.000 0.973 592 

1 1.000 0.963 0.981 888 

accuracy   0.978 1480 

macro avg 0.974 0.981 0.977 1480 

weighted 

avg 

0.979 0.978 0.978 1480 

 

Table 5. Three-model fusion classification report: 

 preci-

sion 

recall f1-score sup-

port 

0 1.000 0.955 0.977 724 

1 0.958 1.000 0.979 756 

accuracy   0.978 1480 

macro avg 0.979 0.977 0.978 1480 

weighted 

avg 

0.979 0.978 0.978 1480 

 

CONSTRUCTION OF A POSITIVE-NEG-
ATIVE MODELLING SYSTEM 

We evaluated the positive-negative model over five 

training cycles, processing 1,620 images per cycle. The 

performance of the model steadily improved, evidenced by 

a reduction in loss and an increase in test accuracy and sta-

bility. Detailed results for each epoch are presented in Fig. 

4. In Epoch 5, the initial loss was 0.560, and the end loss 

was reduced to 0.436. The test accuracy peaked at 88.8%, 

and the average loss decreased to 0.378. The second test 

maintained an accuracy of 71.4% with an average loss of 

0.592. 

These results demonstrate a continuous reduction in 

loss and consistent improvement in accuracy across the 

training epochs, reflecting gradual model optimisation and 

enhanced learning efficiency. These findings highlight the 

effectiveness of the model in image classification tasks, 

showcasing its ability to adapt and improve over time. 

To thoroughly assess the performance of our binary 

classification model, we employed the confusion matrix 

function from the sklearn. metrics library, which computes 

a matrix based on actual labels (label_array) and predicted 

labels (predict_array). The confusion matrix proved inval-

uable for evaluating the performance of our classification 

model across different categories (Fig. 5). 
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Fig. 4. Five training epoch of the positive–negative modelling system. 

 

 

 

Fig. 5. Positive–negative modelling classification report 

and confusion matrix. 

The confusion matrix visually and numerically repre-

sents model performance, with rows indicating actual cate-

gories and columns indicating predicted categories. This 

matrix effectively demonstrates the capability of the model 

to distinguish between categories, highlighting areas of 

strong performance and those requiring improvements.  

APPLICATION AND PERFORMANCE OF 
THE PREDICTIVE MODEL 

In this study, we employed the model to predict a sin-

gle nighttime image from the Qiaoxi Historic District (Fig. 

6). Located west of Gongchen Bridge, along the Hangzhou 

section of the Grand Canal, this district epitomises canal 

transport culture. Presently, Qiaoxi district preserves a 

blend of heritage sites and modern establishments, such as 

Huichun Hall, courtyards, piers, pavilions, museums, shop-

ping centres, and cafes, creating a rich commercial atmos-

phere.  

In our analysis, we selected images from the galleries 

for testing (Table 6 and Fig. 7). The results demonstrate 

that the model is highly effective in identifying images sim-

ilar to the input. The most similar image was the same 

nighttime photo of image No.20, used as the input. The sec-

ond most similar image was a nighttime scene from image 

No.9, and the third was another view from image No.15. 

Despite foreground similarities, the system effectively rec-

ognised distinct differences in the scenes, including mod-

ern residential buildings in the background of the third im-

age.  

 

Fig. 6. Photo of nighttime image from the Qiaoxi His-

toric District. 

The model recommended six images based on their 

high visual similarity and shared positive emotional tones, 

demonstrating its ability to efficiently retrieve and recog-

nise images that align with the input in style and mood. It 

accurately captures emotional tendencies, particularly pos-

itive emotions, which is valuable for emotion analysis in 

historic districts or temporal settings. This capability aids 

urban planning and historic preservation projects by ena-

bling designers to predict realistic scenarios and assess 

emotional states before renovations, thus assisting deci-

sion-makers in effectively utilising visual and emotional 

information.  
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Fig. 7. Filter out the corresponding images. 

 

Table 6. List of filter out the corresponding images. 

 name l_emotion l_time file_path 

20 Qiaoxi Positive Night /content/QX2.jpeg 

9 Wuhe  Positive Night /content/WH2.jpeg 

15 Qiaoxi District Positive Night /content/QX11.jpeg 

11 Pingjiang Road Positive Night /content/PJ8.jpeg 

16 Tunxi Old Street Positive Night /content/TX14.jpeg 

6 Southern Song Imperial Street  Positive Night /content/NSYJ6.jpeg 

7 Cambridge and Kurama  Positive Night /content/CQ12.jpeg 

5 Tunxi Old Street Positive Night /content/TX5.jpeg 

14 Mountain Pond Positive Night /content/ST7.jpeg 

4 Punjab, Province of Pakistan Positive Night /content/WH23.jpeg 

 

DISCUSSION 

HOMOGENISATION ANALYSIS OF HIS-
TORIC DISTRICTS 

In restoring historic districts, renovation efforts often 

prioritise operational convenience or cost control. Typi-

cally, these projects preserve a few iconic elements, such 

as ancient trees, courtyards, and stone bridges, while intro-

ducing modern public art. However, there is a tendency to 

demolish many ordinary old buildings and redesign streets 

and lanes to meet spatial quality evaluation indices such as 

integration, accessibility, and comprehensibility. Unfortu-

nately, these aggressive renovation practices can disrupt 

the original spatial texture of districts and sever the social 

bonds these spaces embody, thus erasing the collective 

memory of the area. Additionally, the transformation often 

involves replacing everyday staples, such as vegetable mar-

kets, teahouses, hardware shops, and night markets, with 

upscale venues featuring international brands and fashion 

symbols. This shift significantly alters the once vibrant, 

bustling atmosphere filled with local colour, distancing it 

from its historical roots. 

Utilising deep learning models such as CNNs and 

transformers to analyse image data from historic districts 

allows us to identify visual elements commonly associated 

with specific emotional labels. This analysis elucidates the 
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intricate relationship between visual elements and emo-

tional responses and aids in understanding the underlying 

causes of visual and emotional homogeneity across differ-

ent districts. 

ADVANTAGES OF FUSION MODELLING 

Merging three deep learning architectures, specifically 

ResNet, VGG, and Swin Transformer, into a single inte-

grated model offers multiple advantages for image recog-

nition and processing tasks. 

Comprehensive feature extraction capability: ResNet 

and VGG models effectively capture local image features, 

such as edges, textures, and shapes, which are crucial for 

detail comprehension. Conversely, the Swin Transformer 

excels in capturing global dependencies via a self-attention 

mechanism. The integration of both local and global fea-

tures enhances the comprehensive understanding of image 

content. 

Efficiency and accuracy trade-off: In practical appli-

cations, a balance must be maintained between the compu-

tational efficiency of a model and its prediction perfor-

mance. By integrating the models, the high efficiency of 

ResNet, the robust feature extraction of VGG, and the 

global understanding capability of the Swin Transformer 

can be leveraged to achieve high-precision prediction at 

relatively low computational costs. 

Enhanced performance in complex scenes: Complex 

scenes, such as images of historic districts, encompass di-

verse information, including various architectural styles 

and complex background elements. The three-model fusion 

approach improves handling of complex data and enhances 

the accuracy of classification, recognition, and other tasks 

by combining their distinct features. 

RESEARCH LIMITATIONS AND FUTURE 
PROSPECTS 

The proposed model effectively integrates tourists’ 

subjective ratings with automated image analysis for emo-

tion classification. However, it encounters challenges in 

capturing the complexity of emotional states. To address 

this, more advanced models and algorithm incorporating 

multidimensional data, such as textual comments and so-

cial media feedback, are being developed. Temporal state 

classification is heavily influenced by lighting and sky col-

our, necessitating robust feature recognition techniques and 

the inclusion of multimodal data, such as weather infor-

mation, to improve accuracy. Future research should inte-

grate multiple data sources, including text and sound, with 

image data to enhance the comprehensiveness of sentiment 

analysis. Ongoing innovations in model structures, includ-

ing leveraging advanced techniques such as GANs and 

self-supervised learning, will enhance model capabilities 

and generalisability.  

In conclusion, the experimental results provide signif-

icant insights into the performance, limitations, and poten-

tial applications of the multimodal sentiment analysis 

model developed for historic district imagery. First, the fu-

sion model, integrating CNN, ResNet, and Swin Trans-

former architectures, offers considerable advantages over 

single-model approaches, particularly in handling the com-

plex visual contexts typical of historic districts. This supe-

riority is evidenced by its enhanced accuracy, precision, 

and recall, highlighting the efficacy of multimodal integra-

tion in capturing both local detail and global dependencies. 

Detailed sentiment classification analysis reveal that the 

model excels in distinguishing between positive and nega-

tive emotions, as confirmed by the confusion matrix, sug-

gesting that the ability of the Swin Transformer to capture 

nuanced emotional cues is instrumental in improving clas-

sification accuracy. Further analysis highlights the impact 

of specific visual features—such as architectural styles and 

cultural symbols—on sentiment outcomes, offering practi-

cal insights into the ways these elements shape public emo-

tional responses. This capability renders the model a valu-

able tool for sentiment-driven urban design, allowing de-

signers to anticipate and incorporate elements that evoke 

positive reactions. Nonetheless, limitations persist, such as 

decreased model performance in extreme settings including 

low-light or crowded scenes. Addressing these limitations 

in future studies—by expanding dataset diversity and en-

hancing image preprocessing techniques—could improve 

adaptability. These findings underscore the potential of 

multimodal sentiment analysis to inform culturally sensi-

tive design and suggest pathways for future optimisation 

and broader application. 

CONCLUSION 

This study presents an image-emotion learning system 

employing deep-learning techniques tailored to classify 

emotions and temporal states in street photographs of his-

toric districts. By integrating CNN and transformer models 

with subjective tourist evaluations, the model achieved 

over 80% classification accuracy across multiple dimen-

sions. These findings affirm the efficacy of hybrid models 

in image sentiment analysis and underscore the potential of 

merging human subjective perception with machine-vision 

analysis. This system provides urban planners and design-

ers with a novel tool for assessing the emotional impacts of 

historic districts. The emotion-based assessment approach 

offers robust data for creating emotionally appealing and 

resonant urban spaces. Additionally, analysing the emo-

tional tendencies in images of historic districts enhances 

understanding of public emotional reactions to different 

historic environments, which is essential for humane and 
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sensitive urban cultural heritage preservation and restora-

tion. 
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