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ABSTRACT

This work follows the general framework of polymer injection moulding simulation whose objectives are the mastering of the injection moulding process. The models of numerical simulation make it possible to predict the propagation of the molten polymer during the filling phase from the positioning of one point of injection or more. The objective of this paper is to propose a particular way to optimize the geometry of mold cavity in accordance with physical laws. A direct correlation is pointed out between geometric parameters issued from skeleton transformation and Hausdorff’s distance and results provided by implementation of a classical model based on the Hele-Shaw equations which are currently used in the main computer codes of polymer injection.
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INTRODUCTION

Injection molding of thermoplastic is a complex process mainly due to the physical properties of the polymers, the processing conditions and the mold geometry. This complexity leads to the development of numerical models, the objectives of which is the simulation of the process. Actually, numerical models integrate the three phases of injection process: the filling phase, the packing phase, and the cooling phase during which the material solidifies. In this paper, we present results dedicated to the optimization of the filling phase. The presented approach consists of finding the optimal location of injection points in order to minimize the pressure required to fill the mold shape. Furthermore, we describe the different steps to achieve this objective. Firstly, we propose a numerical model based on the Hele-Shaw equations to simulate the propagation of the polymer. We use the finite volume method to generate a discrete form of the equations. Secondly, we introduce stereological parameters such as skeleton and Hausdorff’s distance which enable characterization of the geometric properties of the mold shape. Finally, taking in consideration simple shapes, the goal is to show a relevant correlation between the flow simulation given by numerical computation and geometric parameters linked to the mold shape.

PHYSICAL MODEL

Hereafter, we introduce the theoretical background for the presented flow model. We give a brief review of the general equations of fluid dynamics which are the point of departure for flow modelling. Considering the particular case of injection molding, we use simplifications about material properties and flow characteristics. In fact, the specific shell geometry of molds allows us to consider simplifications commonly called Hele-Shaw assumptions. Furthermore, the computation of polymer propagation necessitates to estimate precisely the position of the polymer/air interface. It allows us to define the boundary conditions of the physical model at each time step.

General equations of fluid dynamics

The fundamental equations of fluid dynamics express the principles of conservation of mass, momentum and energy. The three fundamental equations of conservation in their local form are the following (Candel, 1995):

– Equation of mass conservation,

\[ \frac{d\rho}{dt} + \rho \cdot (\nabla \cdot \vec{v}) = 0, \]  

– Equation of momentum conservation,

\[ \rho \frac{d\vec{v}}{dt} = -\nabla p + \nabla \cdot \vec{\sigma} + \rho \vec{g}, \]  

– Equation of conservation of energy,

\[ \rho \frac{d}{dt} \left( e + \frac{1}{2} \vec{v}^2 \right) = -\nabla \cdot \vec{q} + \nabla \cdot \left( \vec{\sigma} \cdot \vec{v} \right) - \nabla \cdot \vec{p} \vec{v} + \rho \vec{g} \cdot \vec{v}, \]  

with \( \rho \) the density, \( \vec{v} \) the velocity, \( p \) the pressure, \( \vec{\sigma} \) the viscous stress tensor, \( e \) the internal energy, \( \vec{\sigma} \) the stress tensor and \( \vec{g} \) the heat flux.
Assumptions about material properties

In the particular case of injection molding, one considers only very high viscous fluid. In consequence, the inertial and gravitational terms will not be taken into account in the momentum equation. This simplification leads to a well known equation: the Stoke’s equation (Agassant et al., 1989). During the filling phase, the polymer is assumed to be incompressible. The resulting equations are:

\[ \nabla \cdot \mathbf{v} = 0, \quad (4) \]
\[ -\nabla p + \nabla \cdot \sigma_n = 0. \quad (5) \]

Hele-Shaw assumptions

During the filling phase, the flow into the mold cavity is very similar to a laminar flow between two plates with a very thin gap (Fig. 1).

We consider a cartesian coordinate system, as shown in the Fig. 1 (where the z-axis is in the thickness direction and the x-y plane is on the mid plane of the cavity) and the velocity components u,v and w are respectively taken in the x, y and z directions. The Hele-Shaw flow model consists of the following assumptions (Kennedy, 1995):

- The w component of the velocity is neglected with respect to the others components.
- The pressure constant in thickness, is a function of x and y.
- The velocity gradient in the x and y directions is negligible with respect to z direction.

Applying the Hele-Shaw assumptions to the Stokes’s equation, we obtain the simplified equations:

\[ \frac{\partial p}{\partial x} = \frac{\partial}{\partial z} \left( \eta \frac{\partial u}{\partial z} \right), \quad (6) \]
\[ \frac{\partial p}{\partial y} = \frac{\partial}{\partial z} \left( \eta \frac{\partial v}{\partial z} \right), \quad (7) \]
\[ \frac{\partial p}{\partial z} = 0, \quad (8) \]

with \( \eta \) the viscosity. By integrating the mass and the momentum equations with respect to the thickness direction, we obtain a single equation for pressure which combines mass conservation and momentum conservation. The final result gives the following Laplace’s equation (Kennedy, 1995).

\[ \frac{\partial}{\partial x} \left( S \frac{\partial p}{\partial x} \right) + \frac{\partial}{\partial y} \left( S \frac{\partial p}{\partial y} \right) = 0, \quad (9) \]

with:

\[ S = \int_0^h \frac{z^2}{\eta} dz. \quad (10) \]

Eq. (8) means that, at each time step, the pressure field is the solution of equation (9) with a zero pressure Dirichlet boundary condition applied at the free-surface.

DISCRETE MODEL

The presented discrete model is based on the finite volume method and the volume of fluid method commonly used for tracking free surface for moving boundary problem. The spatial domain is discretized from a structured mesh where each control volume is defined as shown in Fig. 2a.
The finite volume method (Eymard et al., 1997) allows us to provide an accurate numerical scheme for the resolution of the pressure Eq. (9) which drives the flow during the propagation. The volume of fluid method uses a scalar quantity $C$, called cell’s concentration defining the position of the fluid in the domain. The value $C$ is equal to 1 if the cell is completely occupied by the fluid and 0 if empty. The free surface location is given by the set of empty or partially full cells which are neighbour to full cells. These cells are called free surface cells (Fig. 2b). Considering the position of the fluid at time $t$, we solve the pressure equation by applying Dirichlet boundary conditions on free surface cells and a constant flow rate at the injection point location. Dirichlet boundary conditions correspond to a zero value for pressure on free surface cells. The concentrations are updated in accordance with the volume of fluid method (Hirt et al., 1981). The new concentration values define the new position of the fluid and new boundary conditions for the pressure equation. The movement of the fluid is performed by successive iterations. An illustration of one iteration is provided in Fig. 3. A result of computation is shown (Fig. 4) for an isotherm newtonian viscosity’s law.

Fig. 2. (a) Control volume and flux. (b) Illustration of free surface cells.

Fig. 3. Filling algorithm strategy.

Fig. 4. Pressure fields for different steps during the filling phase.
VALIDATION ACCORDING TO A REFERENCE MODEL

In order to estimate the accuracy of the numerical model, we choose to compare it with a well known analytical model: the disk mold. The principle consists of studying the radial flow between two parallel plates from a central injection point. The equation of injection pressure $P_i$ and the front position are expressed as (Agassant et al., 1989):

$$R_{\text{analytical}}(t) = \sqrt{\frac{Qt}{2\pi h} + R_0^2},$$

$$P^\text{analytical}_i = \frac{3\eta Q}{4\pi h^3} \ln \left(\frac{R}{R_0}\right),$$

where $Q$ is the flow rate, $h$ the half thickness between the plates, $t$ the time, $\eta$ the viscosity and $R_0$ the initial front radius. The assumptions are those of Hele-Shaw for an isotherm newtonian fluid. Firstly a comparison between the numerical front propagation radius for different resolutions and the radius curve provided by the analytical model gives a high correlation. Secondly in the same way, we show the difference between the analytical injection pressure and numerical results (Fig. 5). It is due to the spatial resolution. To avoid this difference a mesh refinement must be performed.

SKELETON AND HAUSDORFF’S DISTANCE

In this section, we introduce a mathematical morphology transformation (Serra, 1988) and a metric in order to characterize mold shapes. The considered transformation is the well known skeleton. The skeleton of the set $A$ is defined by the family of centers of all maximal disks defined in $A$ (Fig. 6c to Fig. 9c). A maximal disk $D(x, r)$ is one which is included in the set $A$, but not strictly included in any other disk in $A$. The considered metric is the Hausdorff’s distance (Rucklidge, 1995) allowing to measure the distance between two sets of points. Given two sets $A$ and $B$, the definition of the Hausdorff’s distance is defined as:

$$H(A, B) = \max_{a \in A} \min_{b \in B} d(a, b),$$

$$h(A, B) = \max_{b \in B} \min_{a \in A} d(a, b),$$

where $d(a, b)$ is the Euclidean distance. The function $h(A, B)$ is called the directed Hausdorff’s distance from $A$ to $B$. Taking into account a mold and its injection point, the set $A$ is the boundary of the mold and the set $B$ is the injection point. The distance map (Fig. 6b to Fig. 9b) is the result of Hausdorff’s distance computation when injection point takes successively all the possible position inside the shape. Each level set corresponds to the set of injection point locations which leads to the same Hausdorff’s distance value. In the case of Figs. 8b and 9b the computation is matched in the sense that we cannot use the Euclidean distance but the geodesic distance.

NUMERICAL RESULTS

The set of Figs. 6a to 9a depicts the final injection pressure value when injection point takes successively all the possible positions inside the shape. The result provides a map which allows us to determine the optimal injection point location given the minimum pressure.
The numerical results are performed for different shapes: square shape (Fig. 6), rectangular shape (Fig. 7), symmetrical L shape (Fig. 8) and a L shape (Fig. 9).

**INTERPRETATION OF RESULTS AND CONCLUSION**

In the case of Figs. 6 and 7, we observe a direct spatial correlation between geometric parameters and the locus of minimum injection pressures. Concerning geometric parameters, we associate the minimum of the Hausdorff’s distance to the center of the maximal disk defined on the skeleton. The interpretation that we give is the following: Firstly, the disc of maximum radius linked to the skeleton takes place within the framework of radial flow (Disk mold) corresponding to an optimal configuration. Secondly, in our particular case, the Hausdorff’s distance can be viewed as the optimal centering of the injection point. For Figs. 8 and 9, the situation is somewhat different in the sense that the minimum injection pressure corresponds to the point of the skeleton for which the Hausdorff’s distance is minimum. The direct application of these results is the optimization of injection point location.
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