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ABSTRACT

The goal of this work is to present a new method for image seggtion using mathematical morphology. The

approach used is based on the watershed transformatiomdén to avoid an oversegmentation, we propose
to adapt the topological gradient method. The watershedfivamation combined with a fast algorithm based
on the topological gradient approach gives good resulte.Mthmerical tests obtained illustrate the efficiency
of our approach for image segmentation.

Keywords: image segmentation, mathematical morpholagpyplogical asymptotic expansion, topological
gradient, watershed transformation.

INTRODUCTION defined in a domaif2 € R? is to solve the following
PDE problem
Segmentation is one of the mostimportant problem _ _
in image processing. It consists of constructing a { —div(cOu)+u=v in Q, 1)
symbolic representation of the image: the image dhu=0 on 0Q,

is described as homogeneous areas according to ) -
one or several a priori attributes. In the literature Where ¢ is a small positive constant (called the

we can find various segmentation algorithms. Thé&onductivity), d, denotes the normal derivative and
first method appeared during the sixties and theR 1S the outward unit normal todQ. Classical
different algorithms have been constantly developed!nlinear diffusive approaches are based on the fact
The purpose of this work is to adapt a new methodhat ¢ is @ decreasing function of lu/, and takes

for image segmentation using the topological gradieritS values in the interval0, co[, whereco is a given

approach (Masmoudi, 2001) and the watershe§onstant depending on the level of noise. Then, in
transformation (Soille, 1992). Jaafar Belaidet al. (2006), the authors propose to

use the topological gradient as a tool for detecting

The goal of topological optimization is to find edges for image restoration by considering only two
the optimal decomposition of a given domain invalues ofc: ¢y in the smooth part of the image
two parts: the optimal design and its complementaryand a small values > 0 on the edges. For this
Similarly in image processing, the goal is to splitreason, classical nonlinear diffusive approaches could
an image into several parts, in particular, in imagebe seen as a relaxation of the topological gradient
restoration the detection of edges makes this operatianethod. By enlarging the set of admissible solutions,
straightforward. In Jaafar Belaidt al. (2006), the relaxation increases the instability of the restoration
authors show that it is possible to solve the imagerocess and this could explain why the topological
restoration problem using topological optimizationgradient method is so efficient. Then, using the same
tools. The basic idea was based on the topologicadlea, the authors generalize in Auroex al. (2007)
gradient approach used for crack detection (Amstutthe topological gradient approach for classification
et al, 2005): an image can be viewed as a piecewisproblems and propose an extension to an unsupervised
smooth function and edges can be considered asddassification. A natural application of this idea is the
set of singularities. To solve restoration problemsproblem of segmentation: since the identification of
diffusive methods were associated to the topologicahe main edges of the image allows us to preserve
gradient for edge detection. More precisely, a classicdhem and smooth the image outside the edges,
way to restore an image from its noisy versiorv  then if the conductivityc outside edges is large
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enough, the regularized image is piecewise constamork is the following. The next section is devoted
and provides a natural segmentation of the imagedo the two basic methods considered in this paper.
However, this efficient technique introduced by somé-irst, we review the topological gradient approach
of the authors in Jaafar Belaiet al. (2006; 2008), for edge detection. Then, according to Matheron and
Auroux and Masmoudi (2006), Aurowst al. (2007), Serra (1998) and Serra (1982; 1988), some preliminary
and Auroux (2008), to solve several image processingotions and morphological operators which will
problems like restoration, classification, segmentatiore used in this paper, are described. In section
inpainting and enhancement or denoising, presenf3esults, we propose a watershed algorithm based on
a major drawback: the identified edges are nothe topological gradient method. Numerical results
necessarily connected and then the results obtain@ie presented and discussed, and some numerical
for the segmentation problem can be degradedomparisons with other methods are also given in
particularly for complex images. So, the mainthis section. We end this paper with some concluding
idea of this work is to take advantage of theremarks.

topological gradient efficiency, to detect the main

contours with an interesting computational cost (the

topological gradient algorithms require only three METHODS

system resolutions) and to overcome the drawback of

the topological gradient approach by using a method THE TOPOLOGICAL GRADIENT

giving closed contours. APPROACH

segmentation techniques which was initially due 10, tool for detecting edges for image restoration. First,
Beucher and Lantuéjoul (Beucher and Lantuéjoulye recall the principle of the topological asymptotic

1979; Beucher, 1990). This technique is well knownexpansion (Masmoudi, 2001; Amstigal, 2005).
to be a very powerful segmentation tool. Gray level

images are considered as topographic reliefs, eac}e Let Q be an open bound(_ad domain ﬁfz a_nd
relief is flooded from its minima and when two lakes J($) = J(Ua) be a cost function to be minimized,
merge, a dam is built: the set of all dams define the so¥€r€ Uo is the solution to a given PDE problem
called watershed. Such representation of the watersh@gfined inQ. The |n|t|2al problem reads as follol/vs. for
simulates the flooding process. Other processes can gaven functiorvin L*(2), we have to findi € H*(Q)
found in the literature, particularly efficient algorithms Stich that

for computing watersheds are described in Beucher { —div(cOu)+u=v in Q, @)
(1990) and Soille (1992). One of the advantages ohu=20 on 0Q,

of the watershed transformation is that it always h : "
provides closed contours, which is very useful inW erecis a positive constant.

image segmentation. Another advantage is that the Forasmallp >0, letQ, = Q\ g, be the perturbed
watershed transformation requires low computatiolomain by the insertion of a craak, = X+ pa(n),
times in comparison with other segmentation methodsvherexg € Q, o(n) is a straight crack, and a unit
However, using a standard morphological watershedector normal to the crack. The topological sensitivity
transformation on the original image or on its gradientfheory provides an asymptotic expansionjathenp

we usually obtain an oversegmented image. Tdéends to zero. It takes the general form

decrease the oversegmentation of watershed based o .

technigues, several approaches have been proposed 1(Qp) = 1(Q) = T(P)Clxo:) +o(f(p)), (3)

in the literature, we can cite for example techniquesvhere f(p) is an explicit positive function going to
based on markers (Meyer and Beucher, 1990), regiorero with p and G(Xo,n) is called the topological
merging methods (Vincent and Soille, 1991), scalgradient at poinkg.

space approaches (Jackway, 1999), methods based g, g given functionv in L2(Q), we consider the

on partial differential equations for image denoisingss|jowing problem: findu, € H1(Q,) such that
or edge enhancement (Weickert, 2001), wavelet P P

techniques combined with a watershed transformation —div(cOup) +up=v in Qp, )
(Jung and Scharcanski, 2005), etc. Onhup =0 on 0Q,.

The goal of this work is to deal with the The basicideais as follows. If we insert a crack in a flat
oversegmentation problem, by proposing a nevpart of the image, nothing happens. But, if we insert
method based on a fast topological gradient algorithra crack along an edge (strong gradient), the potential
and a watershed transformation. The structure of thisnergy decreases. Then, edge detection is equivalent to
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look for a subdomain of2 where the energy is small.

THE WATERSHED TRANSFORMATION

So our goal is to minimize the energy norm outside

edges
; _ _ 2
i) =3w) = [ 10%I7 ©)

by considering/, the solution to the adjoint problem

—div(cOvp) +vo=—0d,J(u) in Q, ©6)
owvo=0 on 0Q.

We obtain in the case of a crac#,(n) with a
boundary conditio@,u = 0 onda,(n), the following
topological asymptotic expansion

i(P) = (0) = P’G(xo,n) +0(p%),  (7)
with
G(xp,n) = —rc(Oug(Xo).n) (OVp(Xo) - N)
— m0ug(Xo) - NJ2.
The topological gradient could be written as
G(x,n) = (M(x)n,n), @)
whereM(x) is the symmetric matrix defined by

Ouo(X) Ovo(X) T + Ovo(X) Oug(x) T
= 2
— niug(X)Dug(x)T.

M(x) = —

For a givenx, G(x,n) takes its minimal value

One aim of this work is to show how the use of
mathematical morphology operators can be very useful
in image segmentation. Particularly, we show how the
watershed transformation contributes to improve the
numerical results for image segmentation problems.
We describe briefly in this section the basic notions
and operators we use.

Let u(x,y) with (x,y) € R?, be a scalar function
describing an image The morphological gradient of
| is defined in Beuchest al. (1993) by

dpu= (udD)—(ucD), (10)
where (u®D) and (ucD) are respectively the

elementary dilation and erosion oby the structuring
elemenD.

The morphological Laplacian is given by

Apu= (udD)—2u+ (ueD) . (11)

We note here that this morphological Laplacian
allows us to distinguish influence zones of minima
and suprema: regions withpu < 0 are considered

when n is the eigenvector associated to the lowesas influence zones of suprema, while regions with
eigenvalueAp, of M. This value will be considered Apu > 0 are influence zones of minima. Then
as the topological gradient associated to the optimalyu = 0 allows us to interpret edge locations, and will
orientation of the craclop(n). We note that from a represent an essential property for the construction of
numerical point of view, cracks are simulated by amorphological filters. The basic idea is to apply either
small value ofc. It is more convenient for numerical g dilation or an erosion to the imagedepending on
implementation. The restoration algorithm consist§yhether the pixel is located within the influence zone
in inserting small values of (cracks) in regions qf 3 minimum or a maximum. For a detailed treatment

where the topological gradient is smaller than a give
thresholda < 0. These regions are the edges of th

image. The algorithm is as follows.
Topological gradient algorithm
— Initialization : c = cy.

— Calculation ofug andvg the solutions of the direct

(Eqg. 4) and adjoint (Eq. 6) problems .

— Computation of the Z 2 matrix M and its lowest

eigenvalue\ni, at each point of the domain.
— Set
Cl={ g if xeQ, Amn<a <0, €>0 ©)
cy elsewhere
— Computeuy, the solution of Eq. 2 witlt = c;.
We refer the reader to Jaafar Belatlal. (2008),

g)f this topic, the reader is referred to Serra (1988).

The Catchment basirC(M) associated to a
minimumM is the set of pixelp of Q such that a water
drop falling atp flows down along the relief, following
a certain descending path, and eventually readhes
The catchment basins of an imageorrespond then to
the influence zones of its minima, and the watershed
will be defined by the lines that separate adjacent
catchment basins.

Several algorithms have been proposed for the
computation of watersheds and the most commonly
used are based on an immersion process analogy.
Let us express this immersion process more formally
according to Soille (1992): we considafin andhmax
the smallest and the largest values takenubyet

for some theoretical and numerical comparisons witih = {p € Q,u(p) < h} be the threshold set af at

conventional restoration methods.

level h. We define a recursion with the gray level
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h increasing fromhpin t0 hmax in which the basins image a Gaussian noise & 20). The reconstructed
associated with the minimum af are successively image is shown in Fig. 1c: the topological gradient
expanded. We consid¥, the union of the set of basins method for the restoration process was applied with
computed at leveh. A connected component of the cg = 1, € = 1023, anda = —70. Finally, we give in
threshold sefl, ;1 at levelh+ 1 can be either a new Fig. 1d, the edges of the reconstructed image. To obtain
minimum, or an extension of a basin X4. Finally, the restored image, the topological gradient algorithm
by denoting by mip the union of all regional minima requires only 3 system resolutions for calculating

at levelh, we obtain the following recursion which vy and the restored image; given respectively by

defines the watershed by immersion Egs. 4, 6, and 2. For a better edge preservation,
one has to threshold the topological gradient with

Xhnin = Thenins a small enough coefficient. In the other case, if
{ Vh € [Pmin, hmax— 1], Xhy 1 = Minn 1 UIZ7,, (Xn) ;. the thresholding coefficient is set to a large value,

then the edges obtained will be thick, leading to
_ k- , an oversmoothing and a loss of an important edge
with 1Zr, ., = (Jizr,,,(Xn), wherek is the number of  information and then a degradation of the restored
i=1 image. Finally, to speed up the computations, a spectral
method based on the discrete cosine transform has
. N . : been used for the resolution of the direct and adjoint
izo(Y) = {z€ Q,Vk#1i,da(zYi) < da(zY)} (12) Problems. Since the coefficients equal to a constant

The set of the catchment basins of a gray level irriagef:0 except on edges, then the discrete cosine transform

; I o th Atth fthi he IS @ good preconditio_ner for the conju_gate graglient
@;gf;é% toftf]gt?r”;]aggbﬁ; terz]gr::%ﬁ)nglérsngﬁ?[c:xss,t © method. The complexity of the restoration algorithm
inQ fmax g O(NlogN) where N is the number of pixels of

the image. Some comparisons about the computation
It is well known that the main problem of this times with other classical methods are presented in
method is that the images we consider are oftegaafar Belaickt al. (2008).
noisy, which implies that we have a lot of local
minima and this leads to an oversegmentation. We SEGMENTATION USING A CLASSICAL

propose in this paper, a new method for decreasing
the oversegmentation of standard watershed based WATERSHED TRANSFORMATION

techniques. Our method is based on the topological The goal of this section is to present numerical
gradient approach. The topological gradient has hergsts for the segmentation problem using mathematical
the interesting property to give more weight tomorphology tools. The approach used in this work
the main edges, it provides a more global analysigs pased on the watershed transform. One should
of the image than the Euclidean gradient or thgemark that we can either define the watershed of the
morphological gradient, so results are less sensitivginction u or of its gradient: the difference between
to noise as we show it in the numerical applicationghe two definitions is that in the first case we obtain
section. the influence zones of the processed image, while
the second case gives the image edges. In both
cases, the watershed gives an oversegmentation and
RESULTS to avoid this drawback, a markers technique can be
used. We propose in this section to give numerical
TOPOLOGICAL GRADIENT AND EDGE results based on this classical method according to
the work of Beucher (1990), in which the author has
DETECTION proposed to use both influence zones and minima of
We consider in this section the problem ofthe filtered image as marker criteria. Fig. 2 illustrates
denoising an image and preserving features sudhis approach. We have considered the same original
as edges. According to the previous section, thémage as previously. Fig. 2a shows the watershed of
topological asymptotic analysis provides the locatiorthe image and Fig. 2b shows the watershed of its
of the edges as they are precisely defined as the magtadient. The oversegmentation is clearly seen. We
negative points of the topological gradient. Fig. 1should mention here, that the numerical tests given by
shows the results obtained by the topological gradierftig. 2b give a segmented image with 1905 regions for
algorithm. The image processed given by Fig. 1a is a computational time of 550 s. This oversegmentation
256 x 256 gray level image and represents some ricean be in a first step corrected by applying a
grains. Fig. 1b is obtained by adding to the originalmorphological filter. Fig. 2c shows the watershed of

minima ofl, andizy,,, (Xy,) is defined by
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(d)

Fig. 1. Restoration and edge detection processes by the topolagiadient approach: original image (a), (b)
is the noisy image obtained by adding a Gaussian naise: 0), (c) is the restored image, and (d) shows the
detected edges.

Fig. 2. Classical segmentation technique using morphologicakatpes: (a) is the watershed of the original
image and (b) is the watershed of its gradient, (c) is the sggation result of the filtered image, (d) shows the
minima of the original image and (e) are the minima of theriélteimage, (f) are the new influence zones, (g)
shows the image (e) superposed on the influence zones, alhd(fifads the segmented image.

the filtered image: the number of regions segmenteith Fig. 2g the new influence zones superimposed on
is attenuated (868 regions) for a computationaminima obtained in Fig. 2e. Finally, Fig. 2h shows

time of 775 s, but the segmentation result remaing,e contours obtained after the segmentation process

unacceptable. However, as the oversegmentation is dﬁg- . o
; I ing this approach. Some criticisms can be expressed
to the fact that we obtain a lot of minima, and the 9 P P

use of morphological filters can only suppress som&ccording to this approach: one can remark that the
of them, then another way to act on these minim&letection of the rice grains is not perfect. In fact, some
is to apply the swamping approach, by imposingof them are badly detected and others are completely
markers for new minima. Fig. 2d shows the minimaeliminated. These drawbacks can provide either from
of the original image and Fig. 2e shows the minimathe choice of the marker criterion used to detect the
of the filtered one. Clearly, the number of minima iSgrain contours or the choice of the influence zones
attenuated. To obtain the wanted final contours Wh'CQS markers. It can also come from the choice of

derived from the watershed of the gradient modulus N
we have to compute the watershed of the swampin e watershed transform. However, some additional
of the gradient modulus of the filtered image. Fig. 2fmorphological operators can be used for overcoming

shows the new influence zones obtained which will b&uch drawbacks, see for example Decencirel.
used as markers. For better visualization, we prese2005).
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TOPOLOGICAL GRADIENT AND image). We recall here that the topological gradient
WATERSHED algorithm is solved with @(NlogN) complexity and

that the watershed algorithm runs in a linear time with

We propose in this part a new algorithm for therespect to the numbét of pixels of the image.
segmentation problem which combines the topological

gradient approach with a watershed transformation, Unfortunately, as shownin Fig. 4a, some unwanted
Our goal is to improve the segmentation results by'est linés remain at the end of the segmentation
considering the second kind of watershed transformB9¢€SS: To better lllustrate these unwanted regions,
(the watershed of the image gradient) previoushyV¢ 9IVé in Fig. 4d the detected contours after
defined, using a topological gradient instead oithe_segmentatlon process: we have more segmented
the morphological gradient classically used with'€9/0ns than what we should obtain. In order to

watersheds. As mentioned previously, the topologica{mﬂzg\é? g?[hseesgemer?\;[v?ncigé)rcorcéifslir?gs t\?\,:tt?gugtseet?;
gradient is much less sensitive to noise and sma u u ' prop

variations of the image, than the Euclidean an(f\ccentuatethesmoothingon both sides of an edge. The

morphological gradients. This is due to the fact that théder?otjg?)l gowrc\)/varlisa ttg f%r:otzsee:elﬁq%l;]tt;m)sn(:hggleem
topological gradient evaluates in a global way whethe e Dro osgpthgn an im roverr?ent of the previoué
a pixel is a part of an edge or not, compared to the prop ' pro he followi Previc |
Euclidean gradient which has more local propertiese.l!?for'thr.n Ias fOIIO.WS we consider the following partia
On the other hand, as the morphological gradienijl erential equation

corresponds in a certain way to the modulus of the —div(c(e)0up) +up=v in Qp,
Euclidean gradient, then it will be easy to conclude that Gnlp =0 on 9Q,,
the topological gradient provides the best identification

of the main edges of the processed image, and thaith c(¢) = £ on the edges and/s elsewhereg > 0

oversegmentation obtained in the previous numeric&ndco is a given positive constant.
results, will be clearly attenuated. Fig. 3 shows the |, comparison with the previous section, the

three gradients: Fig. 3a is the topological gradienf,niogical gradient and the general algorithm remain
and Figs. 3b-c are respectively the Euclidean gradienfchanged since the new algorithm proposed is based
and the morphological gradient. The edges definegp the same restoration algorithm but according to
by the Euclidean and the morphological gradients argq 13, The edge set is still given by the thresholding
very accentuated in comparison w_lth those deflneqmin’ but from numerical point of view, by choosing
by the topological gradient. This thickness of edgesarge values ofc, our partial differential equation is
provides a loss of edge information. This was our firshearly equivalent tau = 0 which will provide a really

motivation. smooth image outside edges leading to a considerable
Since the topological gradient is the best tool forattenuation of segmented regions.

preserving the most important edges and eliminating The numerical results of this approach are
all the other insignificant ones, then the first ideglustrated in Fig. 4, by considering three values of
was to replace the morphological gradient by ahe coefficientc. Fig. 4b is obtained withc = 25.
topological gradient in order to minimize the set of|t should be noted that we obtain 153 homogeneous
minima of I, leading to better segmentation I’eSU|tS.regions and our algorithm requires around 340 CPU
Our algorithm is then composed of two differentseconds. Fig. 4c is obtained with= 50 and gives
and separate steps: the first one consists of detectin@gny 120 homogeneous regions with a computational
the main edges of the image using the topologicalime of 290 seconds. Finally, for a better illustration
gradient restoration process. Then, the second stej the segmented regions, we represent in Figs. 4d-f
consists of applying the watershed algorithm usinghe detected contours after our segmentation process.
the topological gradient determined in the first stepMoreover, to better illustrate the efficiency of our
instead of the morphological gradient classicallymethod, we present other numerical results by
used in watershed algorithms. Fig. 4 illustrates thigonsidering more complex images. The two real
segmentation process. The first results obtained aimages presented in this paper have various difficulties
very promising. Fig. 4a shows the segmented imaggurves, circles, straight lines, etc.). The first image
obtained with this approach. It should be noted thais a 302x 280 fruit-basket gray level image and the
we obtain 587 homogeneous regions and that owecond one is a 399 246 gray level image which
new algorithm requires around 1500 CPU secondsepresents a road scene. We present in Fig. 5 the two
The computation times are then more or less similaoriginal images and the reconstructed edges by the
between the two methods (this is due to the fact thabpological gradient approach, after adding a Gaussian
the computation time may depends of the processetbise @ = 20) to the original images.

(13)
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Fig. 4. Segmentation results using a watershed transformatiotiegppo the topological gradient: the images
(a), (b) and (c) are obtained by the proposed approach withk; c = 25and c= 50and the images (d), (e) and
() show respectively the detected contours after the setatien process.

50 20 20

Fig. 5.Examples of real images: (a) is a fruit-basket original irea¢p) shows the detected edges according to
the topological gradient approach, (c) is a road scene araimage, and (d) shows the detected edges using the
topological gradient approach.

99



JAAFAR BELAID L ET AL: Image segmentation

Fig. 6. Segmentation results using a watershed algorithm combaitidthe topological gradient approach: (a)
is the segmented fruit-basket image with &, (b) is the same segmented image with B0, (c) is the segmented
road scene image with< 1, and(d) is the same segmented image witk B0.

Fig. 6 shows the segmentation result of the twabject. This was the first idea of classical snakes and
previous images, according to our new algorithm: active contour models proposed by Kassl. (1987).
coupled method for image segmentation based o®ur numerical tests are based on a level set method
a watershed algorithm and the topological gradienproposed by Casellest al. (1997) and given by the
approach. The results obtained show clearly théollowing evolution equation
efficiency of the topological gradient for extracting

features from complex images and for reducing du—g(\DI])(div (%)Jra)\ﬂu!

drastically the oversegmentation. at

The results shown in Figs. 6a-c are obtained with +(0g,0u), in (0,0) x Q,
c = 1, we can attenuate the number of identified
regions after the segmentation process by choosirifith boundary and initial conditions given By/on= 0
larger values of the coefficient but this will depend 0N (0,%0) x dQ and ®(0,x,y) = Po(x,y) in Q, a >
of what we want to segment and what we want td® iS & positive given coefficieng(|0I[) is an edge
obtain at the end of the segmentation process: if ondétector function defined in our numerical tests by
would obtain a maximum of details then it sufficesd(S) = 1/(1+5°), andgy represents the initial level set
to takec = 1, otherwise, one should consider largerfunction. We refer the reader to Aubert and Kornprobst
values ofc which gives a considerable attenuation of(2001) for more details about geodesic active contours
the segmented regions. Figs. 6b-d show the numeric8Nd level set methods. Fig. 7 shows the numerical
results of the segmentation process wdth 50. We results_obtalngd. We shou_ld mention th{at in order
can clearly observe an attenuation of the segmentd@ obtain the final contour illustrated in Fig. 7e, the

regions such that the main edges of the two images ap_égorithm requires 500 iteration_s ar_wd a computatiqnal
conserved. time of 78 seconds. We presentin Fig. 7 some solutions

as time evolves: during the evolution, the initial curve

is shrinking and stopping as soon as it is close to an
COMPARISON WITH AN ACTIVE object boundary and spilling in order to detect the

CONTOURS MODEL others objects.

Finally, due to a large number of approaches One can easily detect some drawbacks of this
used for the segmentation problem, it clearly appeansiethod. Fig. 7e shows that the interior of the disk is
that it is important to compare our experimentalnot segmented: once the curve has detected a contour,
results with methods already proposed in the literaturét stops. We represent in Fig. 7f, the same image
Particularly, we propose to compare our methodegmented using our new approach. Our algorithm
with an active contour model based on the level setequires 38 CPU seconds and the drawback seen before
approach, which is well known to be an efficientis overcome. We also tested this method on a real
method, extensively used in many applications over th&@51x 151 gray level image. Fig. 8 shows the ability
last decade. The basic idea in active contour models f the model to capture the main object of the image,
to evolve a curve subject to constraints from a giverwhich can be important for object tracking applications
image, in order to detect different objects in thatimagefor example. On the other case, Fig. 8f is the result
To achieve this goal, we start with a curve aroundf the segmentation process by our algorithm, and
the object to be detected, the curve moves toward itshows more homogeneous regions detected. This can
interior normal and has to stop on the boundary of thée interpreted by an oversegmentation in comparison
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Fig. 7.Segmentation results of a synthetic image using an actiwmaomodel: different iterations are displayed
from (b) to (e) , and (f) is the segmented image using our ngwoagch.

with active contours model to capture an object, but Inspired by the work of Meyer and Beucher
on the other hand, these different regions extracted can (1990), we propose in a forthcoming paper
be particularly helpful for color processing exploration  to perform our results using marker criteria.
for example. We can conclude that the results obtained More precisely, as the edges are detected in
by the two methods are just different and depend of the  regions where the topological gradient is the most
objects we want to detect and the kind of applications  negative, then it suffices to extract some points

we want to explore. which belong to the edge set and then use these

points as a selected marker set. We also intend to
extend this work to color image segmentation and
CONCLUSION three dimensional segmentation.

We have presented in this work a new approach

for the segmentation problem taking advantage of ACKNOWLEDGMENTS

the topological gradient approach and the watershed
transformation. The numerical results obtained ar
very promising and the proposed algorithm has man
advantages:

We are grateful to the unknown reviewers for
i}—ueir valuable comments. We also thank Professor Jean
erra for his helpful suggestions.

First, the algorithm cost is interesting. REFERENCES

Second, as the topological gradient provides a

global analysis of the image then the almostmstutz S, Horchani |, Masmoudi M (2005). Crack
unwanted contours due to the noise added to a detection by the topological gradient method. Control
given image can be significantly reduced by our  Cybern 34:119-38.

approach. Aubert G, Kornprobst P (2001). Mathematical problems in

Third, the experimental results show that the image processing. New York: Springer-Verlag.
oversegmentation problem, which usually appearduroux D, Masmoudi M (2006). A one-shot inpainting
with the watershed technique, can be attenuated, algorithm based on the topological asymptotic analysis.
and the segmentation results can be performed ComputAppl Math 25:1-17.

using the topological gradient approach. Auroux D, Jaafar Belaid L, Masmoudi M (2007). A

Another advantage of this method is that it splits topological asymptotic analysis for the regularized
the segmentation process into two separate steps: gray-level image classification problem. Math Model
first we detect the main edges of the image Num Anal41:607-25.

processed, and then we compute the watershed afiroux D (2008). From restoration by topological gradient
the gradient detected. This methodology has many to medical image segmentation via an asymptotic
advantages, particularly in real life applications.  expansion. Math Comput Model 49:2191-205.

101



JAAFAR BELAID L ET AL: Image segmentation

Fig. 8.Segmentation results of a water lily image using an activéaar model: different iterations are displayed
from (b) to (e), and (f) is the segmented image using our ngxoach.

Beucher S (1990). Segmentation d'image et Morphologie  contour models. Int J Comput Vision 1:133-44.
mathématique. These de Doctorat, Ecole Nationalg,.<moudi M (2001). The

L. . . topological asymptotic.
Supérieure des Mines de Paris.

In: Glowinski R, Kawarada H, Périaux J, eds.
Beucher S, Rivest J.F, Soille P (1993). Morphological = Computational methods for control applications.
gradients. J Electron Imaging 2:326-36. Gakuto Int Series Math Sci Appl, vol 16. Tokyo, 53-72.

Beucher S, Lantuéjoul C (1979). Use of watersheds inatheron G, Serra J (1998). The birth of mathematical

Real-Time Edge Motion Detection/Estimation, Rennes,  gc¢ole des Mines de Paris.

France. Sept 17-21, 1979. . .
. . ) ~ Meyer F, Beucher S (1990). Morphological segmentation. J
Caselles V, Kimmel R, Sapiro G (1997). Geodesic active “\jis commun Image Repr 1:21-46.

contours. Int J Comput Vision, 22:61-79. _ o
Mumford D, Shah J (1989). Optimal approximations by

Decsﬂr;i;?éfn atIiEc;aI Nr?or?sr?olol_g;y' R;Onssearcs’ OidS'P rc()iogfr{. piecewise smooth functions and associated variational
o ' . bl .C P Appl Math 42:577-685.

Int Symp Math Morphol, April 18-20, 2005. Berlin: problems. Lomm Fure Appl Ma

Springer-Verlag. Serra J (1982). Image Analysis and Mathematical

Jaafar Belaid L, Jaoua M, Masmoudi M, Siala L (2006). Morphology, Vol 1. London: Academic Press.
Image restoration and edge detection by topologicaberra J (1988). Image Analysis and Mathematical
asymptotic expansion. Compt Rend Acad Sci 342:313- Morphology, Vol 2: Theoretical Advances. London:

8. Academic Press.

Jaafar Belaid L, Jaoua M, Masmoudi M, Siala L (2008).Soille P (1992). Morphologie mathématique: Du relief a
Application of the topological gradient to image la dimensionnalité, Algorithmes et méthodes. These
restoration and edge detection. Eng Anal Bound Elem de Doctorat, Faculté des Sciences Agronomiques de
32:891-9. I'Université Catholique de Louvrain.

Jackway PT (1999). Gradient watersheds in morphologicalincent L, Soille P (1991). Watersheds in digital spaces:
scale space. IEEE Trans Image Proc 5:913-21. an efficient algorithm based on immersion simulations.

Jung C.R, Scharcanski J (2005). Robust watershed |EEE Trans Pattern Anal 13:583-9.

segmentation using wavelets. Image Vision Compuipeickert J (2001). Efficient image segmentation using
23:661-69. partial differential equations and morphology. Pattern
Kass M, Witkin A, Terzopoulos D (1987). Snakes: an active  Recogn 34:1813-24.

102



